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Abstract
This paper describes NICT’s participation in the IWSLT 2012
evaluation campaign for the TED speech translation Russian-
English shared-task. Our approach was based on a phrase-
based statistical machine translation system that was aug-
mented by using transliteration mining techniques.

The basic premise behind our approach was to try to
use sub-word-level alignments to guide the word-level align-
ment process used to learn the phrase-table. We did this
by first mining a corpus of Russian-English transliterations
pairs and cognates from a set of interlanguage link titles from
Wikipedia. This corpus was then used to build a many-
to-many nonparametric Bayesian bilingual alignment model
that could be used to identify the occurrence of translitera-
tions and cognates in the training corpus itself. Alignment
counts for these mined pairs were increased in the training
corpus to increase the likelihood that these pairs would align
in training. Our experiments on the test sets from the 2010
and 2011 shared tasks, showed that an improvement in BLEU
score can be gained in translation performance by encour-
aging the alignment of cognates and transliterations during
word alignment.

1. Introduction
In the IWSLT 2012 evaluation campaign [1], the NICT team
participated in TED [2] speech translation shared-task for
Russian-English. This paper describes the machine transla-
tion approach adopted for this campaign.

Our overall approach was to take a phrase-based statisti-
cal machine translation decoder and increase its performance
by improving the word alignment. Typically only word co-
occurrence statistics are used in determining the word-to-
word alignments during training, however certain classes of
words can offer additional features that can be used to assist in
the prediction of their alignment: these words are translitera-
tions and cognates. Transliterations are words that have been
borrowed from another language; loan words imported into

the language while preserving their phonetics as far as possi-
ble. So for example, the Italian name ‘Donatello’ would be
transcribed into the Cyrillic alphabet as ‘Донателло’ (DO-
NATELLO). The upper case form in parentheses is a roman-
ized form of the preceding Russian character sequence, which
in this case is exactly the same as the original English word,
but in general this is not necessarily the case.

Cognates are words that share a common etymological
origin, for example the word ‘milk’ in English is a cognate
of the German word ‘milch’ and the Russian word ‘молоко’
(MOLOKO). Transliterations are derived directly from the
word in the language from which they are being borrowed,
and cognates are both derived from their common root. Our
hypothesis is that these relationships can be modeled and
thereby detected in bilingual data. Our approach is to model
both cases using a generative model, under the assumption
that there exists some generative process that can reliably as-
sign a higher generation probability to cognates and translit-
erations than a model designed to explain random pairs of
words. Furthermore, we assume that if two words are as-
signed a relatively high probability from such a model, then
they are likely to be aligned in the data. This assumption
is not true in general due to the existence of false cognates;
words may appear to be cognates, when in fact there is no ge-
netic relationship between them. Nonetheless, we anticipate
that pathological occurrences of this kind will be rare, and
that relying on the assumptions mentioned earlier will result
an overall benefit.

Due to an unfortunate error in the processing of the
phrase-tables of our systems for the final submission to the
shared task, the official scores for our system are several
BLEU points below what could be expected of the system
had there been no error, we therefore do not report the offi-
cial results for our system on the 2012 test data, but instead
rely on experiments based on systems trained on the 2012
training set, and tested on the 2010 and 2011 test sets.

The overall layout of our paper is as follows. In the next
section we describe the underlying phrase-based statistical



machine translation system that forms the basis of all of the
systems reported in this paper. In the following section we
describe the techniques we used to incorporate information
from sub-word alignments into the word alignment process.
Then we present our experiments comparing our system to a
baseline system. Finally we conclude and offer some direc-
tions for future research.

2. The Base System
2.1. Decoder

The decoder used in these experiments is an in-house phrase-
based statistical machine translation decoder OCTAVIAN
than can operate in a similar manner to the publicly available
MOSES decoder [3]. The base decoder used a standard set
of features that were integrated into a log-linear model using
independent exponential weights for each feature. These fea-
tures consisted of: a language mode; five translation model
features; a word penalty; and a lexicalized re-ordering model
with monotone, discontinuous, swap features for the current
and previous phrase-pairs.

Based on a set of pilot experiments we decoded with a
maximum distance of 5 on the distances phrases could be
moved in the re-ordering process during decoding.

2.2. Pre-processing

The English data was tokenized by applying a number of reg-
ular expressions to separate punctuation, and split contrac-
tions such as “it’s” and “hasn’t” into two separate tokens. We
also removed all case information from the English text to
help to minimize issues of data sparseness in the models of
the translation system. All punctuationwas left in both source
and target. We took the decision to generate target punctua-
tion directly using the process of translation, rather than as a
punctuation restoration step in post processing based on ex-
periments carried out for the 2010 IWSLT shared evaluation
[4].

2.3. Post-processing

The output of the translation system was subject to the fol-
lowing post-processing steps which were carried out in the
order in which that are listed.

1. Out of vocabulary words (OOVs) were passed through
the translation process unchanged, some of these
OOVs were Russian and some English. We took the
decision to delete only those OOVs containing cyrillic
characters not included in the ASCII character set and
leave words containing only ASCII characters in the
output.

2. The output was de-tokenized using a set of heuristics
implemented as regular expressions designed to undo
the process of English tokenization. Punctuation was

attached to neighboring words and tokens that form
split contractions were combined into a single token.

3. The output was re-cased using the re-casing tool sup-
plied with the MOSES [3] toolkit. We trained the
re-casing tool on untokenized text from the TED talk
training data.

2.4. Training

2.4.1. Data

We trained out translation and language models using only
the in-domain TED data supplied for the task. This data con-
sisted of approximately 120k bilingual sentence pairs con-
taining about 2.4 million words of English, and 2 million
words of Russian. In addition to this data, we used approxi-
mately 600,000 bilingual article title pairs extracted from the
interlanguage links of the most recent dump of the Russian
Wikipedia database. In the remainder of this section we de-
scribe the details of the process of building the machine trans-
lation engine used in our experiments. A description of the
training and application of the transliteration mining compo-
nent of our system follows in the next section.

2.4.2. Language Model

The language models were built using the SRI language mod-
eling toolkit [5]. A 5-gram model was built for decoding the
development and test data for evaluation, and a 3-grammodel
was built on the same data for efficient tuning. Pilot experi-
ments indicated that using a lower order language model for
tuning did not significantly affect the translation quality of the
systems produced by the MERT process. The language mod-
els were smoothed using modified Knesser-Ney smoothing.

2.4.3. Translation Model

The translation model for the base system was built in the
standardmanner using a 2-step process. First the training data
was word-aligned using GIZA++. Second, the grow-diag-
final-and phrase-extraction heuristics from theMOSES [3, 6]
machine translation toolkit were used to extract a set of bilin-
gual phrase-pairs using the alignment produced by GIZA++.
However before training the proposed system, mined single-
word transliteration/cognate pairs were added to the training
data set. In doing this, these word pairs are guaranteed to
align, increasing their alignment counts thereby encouraging
their alignment where they occur together in the remainder of
the corpus. Pilot experiments were run on development data
to assess the effect of adding these transliteration/cognate
pairs multiple times to the data. We found that adding the
pairs a single time was the most effective strategy.

2.4.4. Parameter Tuning

To tune the values for the log-linear weights in our system,
we used the standard minimum error-rate training procedure



(MERT) [7]. The weights for the models were tuned using
the development data supplied for the task.

3. Using Sub-word Alignment
3.1. Motivation

The use of transliterations to aid the alignment process was
first proposed by [8], and has been shown to improve word
alignment quality in [9]. The idea is based on the simple prin-
ciple that for transliterations and cognates there exist similari-
ties at the substring level due to the relationships these words
possess, these relationships can be discovered by bilingual
alignment at the grapheme level, and may be used as addi-
tional alignment evidence during a word alignment process.
However this promising idea has received little attention in
the literature. Our system is based on a two step process: first
a bilingual alignment model is built from noisy data using a
transliteration mining process; in the second step the training
corpus itself is mined for transliterations/cognates using the
model built from the first step. We describe these two steps
in more detail in the next two subsections.

3.2. Transliteration Mining

3.2.1. Corpus

To train the mining system we extracted 629,021 bilingual
Russian-English interlanguage link title pairs from the most
recent (July 2012) Wikipedia database dump. From this data
we selected only the single word pairs for training, leaving a
corpus of 145,817 noisy word pairs. We expected (based on
our experience building transliteration generation models on
these languages) that the amount of clean data in this corpus
would be sufficient for training the transliteration component
of our generative model since the grapheme vocabulary sizes
for both languages are not large, and the alignments are often
reasonably direct (as can be seen in the set of examples given
below). 98,902 pairs were automatically extracted from this
corpus as transliteration/cognate pairs.

3.2.2. Methodology

The mining model we used was based on the research of [10]
which in turn draws on the work of [11] and [12].

The mining system is capable of simultaneously model-
ing and clustering the data. It does this by means of a single
generative model that is composed of two sub-models: the
first models the transliterations/cognates; the second models
the noise. The generative story for this model is as follows:

1. Choose whether to generate noise (with probability λ),
or a transliteration/cognate pair (probability 1− λ);

2. Generate the noise pair, or the transliteration pair with
the respective sub-model.

The noise and transliteration/cognate sub-models are both
unigram joint source-channel models [13]: the joint probabil-

ity of generating a bilingual word pair is given by the product
of the probabilities of a sequence steps each involving the
generation of a bilingual grapheme sequence pair. The dif-
ference between these models being the types of grapheme
sequence pair they are allowed to generate.

As in [10], we have extended the nonparametric Bayesian
alignment model of [12] to include null alignments to either
single characters or sequences of graphemes up to a maxi-
mum specified length. The alignment model is symmetrical
with respect to the source and target languages and there-
fore these null alignments can be to either source or target
grapheme sequences, and their probabilities are learned dur-
ing training in the same manner as the other parameters in the
model.

The difference between the noise and translitera-
tion/cognate sub-models was that the noise sub-model was
restricted to generate using only null alignments. In other
words, the noise sub-model generates the source and target
sequences independently. Constraining the noise model in
this way allows it to distribute more of its probability mass
onto those model parameters that are useful for explaining
data where there is no relationship between source and tar-
get. The transliteration/cognate sub-model on the other hand
is able to learn the many-to-many grapheme substitution op-
erations useful in modeling pairs that can be generated by
bilingual grapheme sequence substitution. During the sam-
pling process, both models compete to explain the word pairs
in the corpus, thereby naturally clustering them into two sets
while learning.

Our Bayesian alignment model is able to perform many-
to-many alignment without the overfitting problems com-
monly encountered when using maximum likelihood train-
ing. In the experiments reported here, we arbitrarily limit the
maximum source and target sequence lengths to 3 graphemes
on each side. This was done to speed up the training process,
but was not strictly necessary.

The aligner was trained using blockGibbs sampling using
the efficient forward-filter backward-sample dynamic pro-
gramming approach set out in [14]. The initial alignments
were chosen randomly using an initial backward sampling
pass with a uniform distribution on the arcs in the alignment
graph. The prior probability of the pairs being noise (λ) was
set to 0.5 in the first iteration. During the training λ was up-
dated whenever the class (transliteration/cognate or noise) of
a bilingual word pair was changed in the sampling process.
λ was calculated based on a simple frequency count of the
classes assigned to all the word pairs while sampling.

3.3. Mining the Training Set

In order to discover alignments of transliteration/cognate
pairs in the training data we again applied a mining approach.
We aligned each Russian word to each English word in the
same sentence of the training corpus, and then used the ap-
proach of [15] to determine whether these pairs were translit-
erations/cognates. In principle it would be possible to apply



the approach described in the previous section here, however,
we chose not to attempt this due to the considerably larger
amount of noise in this data, and also because of the size of
this corpus. For full details of this method the reader is re-
ferred to [15], but in brief the technique mines data by first
aligning it using an alignment model similar to the translit-
eration sub-model described in the previous section. Then
features extracted from the alignment are combined with fea-
tures derived from the characteristics of the word pairs (for
example their relative lengths); these features are then used
to classify the data. The advantages of this approach over
the method described in the previous section are firstly that
it utilizes a model already trained on relatively clean data,
and so will not be affected by the noise in the corpus being
mined, and secondly no iterative learning is required; the pro-
cess is effectively the same as the backward sampling step
and can proceed very rapidly given an already trained model.
The mining process yielded a sequence of word pairs that
the system considered to be likely candidates for translitera-
tions/cognates. This sequence of pairs was added to the train-
ing data used to build the translation model, in doing so these
word pairs were forced to align to each other and the counts
for their alignments were increased thereby encouraging their
alignments in the remainder of the corpus. We ran pilot ex-
periments to determine the effect of increasing the counts fur-
ther by adding the mined pairs multiple times to the corpus,
and although the performance seemed reasonably insensitive
to the number of copies of the data we used, the experiments
with a single copy of the data gave the highest scores. In fu-
ture research we would seek to either soften this parameter
and then optimize it on the data set (in a similar manner to
[11]), or ideally remove it altogether by integrating the min-
ing and alignment processes.

3.4. Examples

Some typical examples of mined transliteration/cognate pairs
are given in Table 3.4. Notice that in many of the examples
(for example Соционика/Socionics) most of the mapping is
possible with simple grapheme-to-grapheme substitutions. In
this example, a transformation of the word ending (ика7→ics)
is also required. This transformation is quite common in the
corpus and the aligner learned this as a model parameter. Fur-
thermore, the grapheme sequence pair was used as a single
step in aligning both this word pair and others with analo-
gous endings in the corpus. The mining process was able to
learn to be robust to small variations in the data. For exam-
ple in the pair Посткапитализм/Post-capitalism a hyphen is
present on the English side, but not on the Russian side. The
aligner learned to delete hyphens in the data by aligning them
to null, thereby learning to model its asymmetrical usage in
the data.

Russian Engish
Космополитизм Cosmopolitanism
(KOSMOPOLITIZM)
Посткапитализм Post-capitalism
(POSTKAPITALIZM)
Соционика Socionics
(SOCIONIKA)
Физика Physics
(FIZIKA)
Механика Mechanics
MEHANIKA
Парапсихология Parapsychology
(PARAPSIHOLOGIJA)
Хронология Chronology
(HRONOLOGIJA)
Спагетти Spaghetti
(SPAGETTI)
Париж Paris
(PARIZH)

Table 1: Examples of transliteration/cognate pairs discovered
by mining Wikipedia interlanguage link titles.

3.5. Experiments

We evaluated the effectiveness of our approach using the
the supplied training, development and IWSLT2010 and
IWSLT2011 test data sets. The baseline model was trained
identically, but without using the mined data. The results are
shown in Figure 3.5. Our results show a modest but con-
sistent improvement in translation performance on both test
sets, motivating further development of this approach. We
analyzed the results to investigate the impact of the approach
on the number of OOVs in the test data. Surprisingly on both
IWSLT2010 and IWSLT2011 test sets our approach gave rise
to a 0.2% increase in number of OOVs. This may indicate our
approach is succeeding by improving the overall word align-
ment, rather than by improving the translation of words with
cognates and transliterations in the target language.

Model IWSLT2010 IWSLT2011
Baseline 16.23 18.08
Proposed 16.77 18.53

Table 2: The effect on BLEU score of using sub-word align-
ments to assist word alignment.

4. Conclusions
This paper described NICT’s system for the IWSLT 2012
evaluation campaign for the TED speech translation Russian-
English shared-task. Our approach was based on a fairly typ-
ical phrase-based statistical machine translation system that
was augmented using a transliteration mining approach de-
signed to exploit the alignments between transliterations and



cognates to improve the word alignment. Our experimental
results on the IWSLT2010 and IWSLT2011 test sets gave im-
provements of approximately 0.5 BLEU percentage points.

In future work we would like to explore integrate the
transliteration/cognate mining techniques more tightly into
the word alignment process. We believe it should be pos-
sible to simultaneously word align while mining the cor-
pus for sub-word alignments, within a single nonparametric
Bayesian alignment process.
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