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Abstract

We describe several experiments to better understandéhe us
fulness of statistical post-edition (SPE) to improve phras
based statistical MT (PBMT) systems raw outputs. What-
ever the size of the training corpus, we show that SPE sys-
tems trained on general domain data offers no breakthrough
to our baseline general domain PBMT system. However, us-
ing manually post-edited system outputs to train the SPE led
to a slight improvement in the translations quality comgare
with the use of professional reference translations. We als
show that SPE is far more effective for domain adaptation,
mainly because it recovers a lot of specific terms unknown
to our general PBMT system. Finally, we compare two do-
main adaptation techniques, post-editing a general domain
PBMT systenvsbuilding a new domain-adapted PBMT sys-
tem with two different techniques, and show that the latter
outperforms the first one. Yet, when the PBMT is a “black
box”, SPE trained with post-edited system outputs remains
an interesting option for domain adaptation.

1.

The post-edition task consists of editing the textual outpu
produced by an error-prone process (Machine Translation,
Optical Character Recognition, Speech Recognition, @ic.)
order to improve it. In documents diffusion workflows where
Machine Translation (MT) is one of the components, manual
post-edition has been used for years. The MT system pro-
duces raw translations (or translation hypotheses) whieh a
manually post-edited by professional translators or &@in
post-editors who correct the translation errors.

Many studies have shown the benefits of using MT com-
bined with manual post-edition in a diffusion workflow. The
work presented in [1] showed that even if post-editing raw
MT output does not lead to any improvement in terms of
productivity, it helps to produce significantly better tetax
tions compared to direct manual translations from the sourc
text, regardless of the language direction, the text ditfyaor
the translator’s experience. Autodesk recently draw oppos
conclusion of an experiment to test whether using MT would
improve translators’ productivity or not. Indeed, the fesu
showed that post-editing MT output leads to a significant in-
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crease in productivity when compared with translationssdon
from scratch, whatever the language pair, the experiende an
preference (post-editing or translating from scratch)haf t
translator, or the sentence length.

Improving the quality of the output in terms of fluency
and adequacy has always been a major goal of MT develop-
ers, and in the manual post-edition settifiilpe better the
MT output, the easier and faster post-edition will belh
the early 90's, K. Knight and I. Chander [2] proposed au-
tomated post-edition (APE) in order to help with article se-
lection when translating from Japanese to English. Later, J
Allen and C. Hogan [3] proposed the development of an au-
tomated rule-based post-edition module able to capture and
correct‘the frequent and repeated errors produced by Rule-
Based Machine Translation (RBMT) systeniiken, J. EIm-
ing [4] was the first to propose and evaluate an APE mod-
ule. In his settings, J. Elming carried out domain-spenéali
translations of chemistry patents, cascading a RBMT sys-
tem calledPatrans used to produce raw translations, with
a “transformation-based” APE trained on 12 000 manually
post-edited translations, to correct the raw output. Tha®
a significant improvement in translation quality with thesus
of a “transformation-based” APE. The increasing amount of
raw MT translation (hypotheses) aligned with their manuall
post-edited good translations gave rise to the idea of auto-
matic statistical post-edition. A statistical post-edlit{SPE)
system is developed as a monolingual statistical MT system
using the original hypotheses as the source language and the
human post-editions as the target language.

In 2007, M. Simard & al. [5] were the first to pro-
pose the use of a phrase-based statistical machine tianslat
(PBMT) system for SPE purpose. In this framework, the
PBMT aims to learn “correction rules” between initial MT
hypotheses (PBMT source language) and their corrected ver-
sion (PBMT target language). Such an approach makes SPE
easy to learn and tune with new training data. In their work,
they successfully showed the efficiency of using an SPE sys-
tem (built with the PBMTPortage to improve the output of
a commercial RBMT system. The experiments were done
in a specific domain (a job offer Web si)eand the SPE
system was trained using 35,000 manually post-edited sen-
tences. Encouraged by these results, post-editing theisutp

http://www.jobbank.gc.ca



of the PBMT systenPortagewas also tried but in this set-
ting no improvements were observed. In the same way, the
following studies described in [6], [7] and [8] have shown
that a RBMT system that was automatically post-edited by
a PBMT system performed significantly better than each of
the individual systems on their own.

Quite a lot of studies have focused on pipeline architec-
tures where SPE systems are successfully applied to RBMT
systems outputs to improve translation quality. However,
only few studies ([9, 8, 10]), have investigated the efficien
of SPE systems applied after PBMT systems.

The goal of our study is to provide a better understanding
of SPE usefulness when pipelined to PBMT systems. We
first describe our baseline experimental settings (Se&jon
and then we try to answer the following questions: is there

sentence has been translated with our baseline PBMT sys-
tem and the translation hypotheses have been manually post-
edited by human annotators who were given the French
source sentence and its English translation hypothesis and
had to verify the translation quality and correct it if nedde
Post-editions were collected using a crowdsourcing Web
platform (Amazon Mechanical Turk - MTurk). The ethical,
social and economic aspects implied by such tools are sub-
ject to intense debates [15], so we defined and applied the
following “good conduct” guidelines: data collected foeth
contributors should be used for non-profit organization and
available for free to the community; contributors should be
informed about the context of the task (Who are we? What
are we doing? And why?); contributor should be paid a de-
cent amount (with a reasonable hourly rate); and contribu-

a difference between a real and a simulated corpus for SPE tors should be filtered by country of residence according to
training (Section 3)? Is SPE useful in improving a generic the task, to avoid those who consider MTurk as their major
PBMT system and what explains the effectiveness of SPE on source of income (we only authorized American, Canadian,

specialized domain (Section 4)? And, finally, is SPE really
the simplest and most efficient and effective way for domain-
adaptation purposes (Section 5)?

2. Experimental setting

2.1. Baseline PBMT

Our baseline MT system (described in more detail in [11])
translates news stories (general domain) from French into
English. Itis a state-of-the-art phrase-based machimsiaxa

tion (PBMT) system presented at the international Workshop

of Machine Translation (WM3) evaluation campaign in july
2010.

The system was built using free open source toolkits: we

used standard Moses [12] system set-up, a 3-gram language

model trained with SriLM [13] and Kneser-Ney smoothing,
the GIZA++ implementation of IBM word alignment model

4 [14] and the phrase extraction heuristics described ih [12
The system has been trained on two parallel corpora, con-
taining in total 1,638,440 aligned sentences: the fourth ve
sion of the Europarl corpus (data derived from transcripgio

and French residents to participate in our study).

Contributors were required to have an understanding of
the French language and be fluent in English. Clear instruc-
tions and controlled review allowed us to deal with untrdine
human post-editors (native of the target language or not). A
complete analysis of the collected data indicated highityual
corrections with more than 94 % of the crowdsourced post-
editions which are at least of professional quality. Some ex
amples of translation hypothesis corrections collectethdu
the post-edition campaign are given in Table 1. The post-
editions corpus collection and data analysis are morelddtai
in [16].

The collected corpus was divided into three subsets:
8,681 sentences for the SPE training set, 1,000 senterrces fo
the SPE development set, and 1,200 sentences for the SPE
test set. Thus, all the following SPE experiment results are
evaluated on the 1,200 sentences long test corpus.

For each French source sentence, we have our English
baseline PBMT translation hypothesis and two different ref
erence translations: the baseline post-edited output and a
independent professional translation provided with the pa

of European parliament proceedings) and news corpora (data &/l€l corpus.

extracted from various Websites). Both corpora were pro-
vided in the framework of WMT 2010.

The PBMT decoding model is a log-linear combination
of fourteen weighted feature functions extracted from the
monolingual and bilingual training data: six distortion dao

2.3. Baseline SPE system

As in many of the previous experiments reported here, we
have considered automatic post-edition as a translatgin ta
performed by a PBMT system where the source corpus con-

els; lexicon word-based and phrase-based translation mod- gsts of the raw MT outputs and the target corpus consists of

els for both directions; a target language model; and word,
phrase and distortion penalty models.
2.2. Post-edited corpus

Our parallel post-edited corpus is a set of 10,881

French/English sentences taken from several news corpora

(WMT evaluation campaigns from 2006 to 2010). Each

Shttp://www.statmt.org/wmt10/

the post-edited version of these raw translations.

Our SPE system was developed using the same archi-
tecture and the same tools we used for our baseline system
(Moses, SriLM and GIZA++). We trained the SPE models
on the training set of the post-edited corpus (8,681 seagnc
and adjusted the model’s features weights with the Minimum
Error Rate Training (MERT) process [17] on the develop-
ment set of the post-edited corpus (1,000 sentences).

The language model was trained on a general domain cor-



Source Sentence

PBMT translation

PBMT + human corrections

e La police anti-emeutes les o
aussitdt encerclés et sont interver|
sans ménagement, jetant plusie
d’entre eux a terre.

¢ Forte mobilisation a Copenhagy

nte The anti-riot police were im
umediately surrounded and spo
urklunty, several of them on land.,

les Strong involvement in Copen

et a travers le mode, pour le climat.hague and in the world climate

ell y a des rivieres qui s'asseche
en Afrique, des cours d’eau ou I'o
peut marcher comme on ne l'avg

nte There are rivers are drying u
nin Africa, rivers where you car
itwalk as it had never done befor

e The Anti-riot policemen wereimmediately
esurroundedhem and -speke-bluntgtepped in
ruthlessly, throwing several of them—entand
to the ground.

- o Strong -avelvemenmobilization in Copenh-
ague and—racrossthe worldfor the climate.

pe There are rivers—amdrying up in Africa, -rivers
watercourseswvhere -yewonecan walk as it had

enever done before.

jamais fait avant.

Table 1: Examples of PBMT hypothesis post-editions

pus of 48,653,884 english sentences (about 2 billion words)

The result is a phrase table where English baseline SMT
output segments are aligned with their corresponding human
post-edition. As a statistical translation model, the SiE s
tem takes as input a raw MT output and produces a new trans-
lation hypothesis using its models.

2.4. Evaluation metrics

Translation output quality has been evaluated using the
Translation Error Rate (TER) [18] and the BLEU score [19].
The TER score reflects the number of edit operations (in-
sertions, deletions, words substitutions and blocks shift
needed to transform a hypothesis translation into the ref-
erence translation, while the BLEU score is the geometric
mean of n-gram precision. Lower TER and higher BLEU
scores suggest better translation quality. To ensure that d
ferences between scores are real, we estimated the stdtisti
significance of test results in terms of BLEU score, accaydin
to the bootstrap resampling method described in [20].

3. Realvs Simulated post-edited corpus for
SPE training

3.1. Previous work

In order to build SPE systems, manually post-edited MT hy-

their human translations version) and real post-edited (MT
system hypotheses aligned with their manually post-edited
versions) training corpora are used in [23]. Each setting
(“real” SPE and “simulated” SPE) shows good results, but
performances are not really comparable because neither the
RBMT system baseline nor the SPE training corpus (in terms
of size and domain) are the same in the two cases.

To our knowledge, there is no work that compares both
approaches (reals simulated PE) on the same source lan-
guage data (post-edited MT hypothegggrofessional trans-
lations) to train an SPE. Considering the same source lan-
guage data, we tried to find out if a simulated PE corpus is as
effective as a real PE corpus to train an SPE system. This is
what we will try to find out in the following experiment.

3.2. Experiment

In order to build two comparable SPE using ressimulated
target corpus, we used in both cases the same training corpus
on the source side (the one described in 2.2) and, for one sys-
tem we used the PBMT post-edited hypotheses (“real” set-
ting) on the target side and for the other system, we used the
translations provided with the parallel corpus (“simuttite
setting) as the target side. Both SPE were applied on the
same PBMT system outputs and we estimated the translation
quality of each SPE on the test corpus (1,200 sentences) us-

potheses are usually used as target translations instead ofind the same distinction as we did for the training corpus:

translations produced by professional translators. When p
existing human translations are used, we will speak of “sim-
ulated PE” in contrast to “real PE” when target translations
are manually post-edited MT hypotheses. It is important to
notice that the “real PE” setting corresponds to the work-
flows implemented in real-life situations (when users feed-
back is re-used to improve a given system) and “simulated
PE” setup will allow access to much more training data (use
of pre-translated parallel corpus).

Several works [21, 10, 22, 9] have attempted to show
that SPE can be successfully trained on pre-existing human
translations rather than on system-specific post-editathtr
lations. Both simulated (MT system hypotheses aligned with

we used the test set post-edited MT outputs, for the “real”
setting, and the professional translations for the “sineala
setting.

System| Simulated PE corpu$ Real PE corpus
PBMT 55.3 26.5 22.862.0)
PBMT + SPE 57.5 5.0 23.461.3

Table 2: Performance — TERB[EU) scores — according
to the use of the simulateds the real post-edited corpus to
train the SPE



3.3. Results

As presented in Table 2, raw PBMT output obtains a TER
score of 22.8 when compared with human post-editions and
55.3 when compared with independent reference transla-
tions. A TER score of 22.8 means that slightly over 22.8%
of the words needed to be changed to produce the “correct”
(or reference) translation.

We expected that real post-edited corpus would lead to
better results than the simulated one because of the clesene
between MT raw translation hypotheses and translatior: post
editions. Applying the “real” SPE on PBMT outputs led to
a slight increase of the TER (from 22.8 for PBMT outputs
to 23.4 after statistical post-editing) and decrease of BLE
score (from 62.1 for PBMT outputs to 61.3 after statistical
post-editing). However, these differences in scores do not
reach a significant level (according to [20]).

So, the SPE system trained on real post-edited corpus
does not significantly degrade translation results, wierea
there is a significant deterioration when post-editing it
SPE trained on simulated post-edited corpus (after statist
post-editing, translation quality loses relatively 4.004&R
score and 6.0% of BLEU score).

According to our experiment settings (i.e. a medium size
corpus and general domain data), we noticed that statisti-
cal post-edition of our PBMT system brings no improvement
whatever the data (reat simulated) used for SPE training.

3.4. Is more data always better?

To complete our previous result, we studied the impact of
training corpus size on the SPE performance. Given the mod-
erate size of our available human post-edited corpora 10,8
sentences), we considered simulated SPE to carry outdarger
scale experiments.

We used the French/English United Nation parallel cor-
pus which consists of the texts of resolutions made by the
UN General Assembly, translated by professionals. In the
SMT translation community, this corpus is widely used as a
general and large training corgus

We considered the 8,681 sentence-sized (10k) news cor- [10] and H. Becahara & al.

pora (see part 2.2) and split the UN corpus to set up a
50,000 sentence-sized (50k), 100,000 sentence-sizel)(100

500,000 sentence-sized (500k), 1,000,000 sentence-sized

Evaluation results (BLEU and TER)

58 |
57 +
56 T

- TER score

25 |
24 +
23 T

. BLEU score

training corpus size
(sentences)

10K +
50K 1
100K +
500K 1
1M 4
2M 4

Figure 1. Performance — TERB[LEU) scores — of simu-
lated SPE systems according to training corpora size (in sen
tences)

neither for the TER score nor for the BLEU score, while
the corpus size increase. In other words, in a general
French/English context translation, additional trainoheta

do not improve the SPE result of our PBMT system.

4. General domainvs Domain-specific
application for SPE

4.1. Previous work

As SPE has shown its effectiveness in significantly improv-
ing RBMT results, further works have focused on its appli-
cation in domain adaptation. Thus, P. Isabelle & al. [6] and
M. Simard & al. [7] showed that an SPE trained on domain-
specific data could be used to adapt a general RBMT system
to a new specialized domain.

D. De llarraza & al. [8] noticed that if applying an
SPE system after a RBMT system is efficient enough to
adapt the RBMT system to a new domain, applying an SPE
system after a PBMT system, for the same task, does not
lead to any improvement. In their works, A. Lagarda & al.
[9] reached the same conclu-
sion when they applied a baseline domain-specific SPE on
generic PBMT system outputs. The work presented in [9],
meanwhile, proposed some SPE customizations, by adding

(IM) and 2,000,000 sentence-sized (2M) corpora (each in- the goyrce context into the post-edition to improve PBMT
cluded the 10k news corpus). We then trained SPE systems domain-adaptation.

on those 6 corpora. Note that the only thing that differenti-
ates the systems is the training corpus size. The LM used in

the different sized experiments is the same as the one used

by the baseline SPE system in Section 2.3.

We evaluated the different SPE systems on the test set

and report the performances, in terms of TER and BLEU

scores, on Figure 1 (systems are ranked according to their

training corpus size). The results show no significant gains

4The corpus is available at http://www.statmt.org/wmtkislation-
task.html

Even if these studies confirm SPE efficiency when ap-
plied after RBMT for domain adaptation purpose, they do
not show positive results when an SPE system is applied af-
ter a PBMT system. As shown before in our study, general-
domain SPE brings no improvement when applied after a
generic PBMT system. If the SPE system could not correct
the PBMT system, can an SPE system be used to adapt the
same baseline system to a new domain? To answer this ques-
tion, we set up an experimentto test the potential of a generi
SPE approach compared to a domain-specific one.



Specific| General

. : _ Post-edit rate‘ domain | domain
Given the nature of our available corpora, the following ex- Post-edited sentenceLs 91% ‘ 7504

periments use only a simulated post-edited corpus for SPE SPE-improved PBMT outputs 58 % 11 %

training. We used the post-edited corpus described in 2.2

with the independent professional reference translatoils

a domain-specific corpus on water sciences. Table 5: Rate of post-edited sentences according to the do-
The domain-specific and general corpora used for our ex- main

perimentations are described in Table 3. They are very com-

parable in terms of size and only differ from each other by

their domain specificity. As the general domain corpus, the

domain-specific corpus has been split into a trainingset (..

9,000 sentences), a development set (1,000 sentences) and écahty.

test set (1,200 sentences). A new SPE system has been built Ils _SPIE succgssfgl in dgmg(ijn-gdaptatilon task only thﬁnks
using the domain-specific data (the previous one presented to lexical correction? We decided to analyze how SPE han-

used general domain data). dles out-of-vocabulary (OOV) words. So, we c_ompare_zt_j
OOV words before and after general and domain-specific
SPE. We did this experiment on two sets of 2,200 sentences
(concatenated development and test sets for both domain-
As seen in Table 4, the general domain baseline PBMT specific and general domain settings).
achieves a TER score of 55.3 on the general domain and a The results, shown in Table 7, point out an equivalent
score of 46.7 on the specific domain, meaning that these lat- proportion of OOV words in both sets (2.8% for the domain-
ter data are easier to translate than those of the general do-specific corpus and 2.7% for the general one) but with a type-
main. Although the general domain SPE brings no gain on token OOV word ratib of 61 %, the domain-specific data
general data, the specific-domain SPE significantly immove contain less lexical variation than the general one. The ap-
the baseline PBMT outputs on the specialized data: the TER plication of SPE corrected 56% of the PBMT outputs OOV
score subsequently drops from 46.7 to 39.2 (-19.2%) and the words for the domain-specific data and 7% for the general
BLEU score follows the same trend, increasing from 33.3to data.
40.1 (+20.6%).

4.2. Experiments

that SPE makes significant improvements in terms of lexical
choice, but no improvement in word reordering or grammat-

4.3. Results

The first line of Table 5 indicates that the domain-specific Specific | General
SPE is not only better (as seen in Table 4) but it modi- OOV words statistics domain | domain
fies more sentences (91%) as compared to the general do-  Outputs with OOV words 40 % 43 %
main SPE (which modifies 75% of sentences). The second Rate of OOV words 28% | 2.7%
line shows the proportion of baseline PBMT translations im- Type-token OOV words ratio| 61 % 72 %
proved through statistical post-edition: the specific-dom OOV words corrected by SPE 56 % 7%
SPE improves 58% of the PBMT outputs while only 11% for OOV common nouns corr 42% 1%
the general domain SPE. Some examples of domain-specific rected by SPE

translations before and after post-editions are presented

Table 6. Table 7: OQVs statistics according to the domain

System| Specific domain General domain

PBMT 46.7 33.3 55.3 6.5 N

PBMT+SPE| 39.2 40.1) 57.5 5.0 Specific | General
Nature of corrected OOV words domain | domain

Proper noung 16.8% | 46.8%

Table 4: Systems’ performances — TEBLEU) scores — Foreign language words 2.3% | 34.7 %

according to the domain Source mistaké 1.5% | 2.4%

Numbers| 3.3 % 5.6 %

Commonnoung 75.6% | 9.7%

4.4. Real domain adaptation or vocabulary correction?

The main follow up questions raised by these new experi- Table 8: Nature of corrected OOVs according to the domain
ments are: Why does SPE work on the domain-specific in-
puts and fail on general ones? Is SPE doomed to domain- |, order to better understand these results, we analyzed

adaptation? In [21], SPE modifications in the raw MT out-  the pature of OOV words for both data sets. The results
put have been manually categorized and results conclude

6The type-token ratio is a measure of text vocabulary vdiigbiThe
Shttp://www.statmt.org/wmt10 higher is the ratio, the larger is the lexical variability.




Corpus|| Specific General
Domain || Water Sciences News
Nature || EOLSS encyclopaedia Various websites

Vocabulary size|| 14 015 words

21 982 words

~ 28 words
Corpus provided by WMT international workstop

~ 22 words
Corpus translated by SECTwa project [24]

Sentence length
Source

Table 3: Generalsspecific corpus comparison

Source sentence

PBMT translation

PBMT + SPE result

e Unité africaine de recherche sur I
questions de 'eau

e Réduction de la salinité des eal
souterraines dans les zones agricolg
e Loffre est en grande partig
déterminée par la productivité dans |

b African unit of research on issues|
of water

e Reducing the salt content of
sgroundwater in agricultural areas

> o The offer is largely determined

edy productivity in the irrigatedreas

o African water issues research unit

e Reducinggroundwater salinity in
agricultural areas

e Supply is largely determined by
productivity in the irrigated and

zones irriguées et pluviales]...] and pluvialeq...]

rain-fed areaq...]

Table 6: Examples of specific-domain translations

are presented in Table 8. We noticed that the baseline
PBMT OOV words are mostly common nouns (75.6%) for
the domain-specific data, whereas they are mostly proper
nouns and foreign language words (81.5%) for the general
data. In a translation task, the latter just have to be copied
out (this is what the baseline PBMT usually does with OOV
words) whereas common nouns have to be correctly trans-
lated. The figure to retain is that SPE corrects 42% of OOV
common nouns on the domain-specific data and only 1% on
the general data.

OQV correction analysis also showed that the SPE
learned to correct very domain-specific words that fregyent
appear in the data (for example: ions, évaporite, élbtes,
etc.). Our experiment results indicate that, when applied
to domain specific data, SPE corrects a lot of OOV com-
mon nouns. This can explain the overall translation qual-
ity improvement. To sum up: SPE does not safely and ef-
fectively correct a general PBMT system output but it does
some good work for domain adaptation thanks to its ability
to restore domain-specific vocabulary. The follow up ques-
tion remains: Is another simple domain adaptation method
capable of outperforming SPE?

5. Domain-specific SPE/s other
domain-adaptation methods

As SPE seems to be an efficient domain-adaptation method,
we propose to compare this approach to other usual domain-

5.1. Corpus-based domain-adaptation experiments

Our corpus-based domain-adaptation method consists sim-
ply of appending the domain-specific corpus to the general
domain training corpus and then build the PBMT system as
usual. The success of this straightforward method depends
on the homogeneity of both corpora, i.e. the way they com-
plete one another (in terms of OOV coverage, for example)
and basically on the relative size of both corpora. As seen in
Table 9 line (2), we get a significantimprovement in terms of
BLEU and TER (+37.0% and -25%) despite the fact that the
general domain data greatly outnumbers the domain-specific
one (which represents only 0.5% of the total training coypus
However, we reached better improvement by giving greater
weight to the domain-specific training data by appending it
several times to the corpus used for training (results ®)e (

(4) and (5)). The system achieved its best performance in
terms of BLEU and TER (+48.2% and -45.0%) with domain-
specific data weighing 35.5% of the total corpus size (line

(4)).

5.2. Model-based domain-adaptation experiments

Corpus-based domain-adaptation methods led to a huge in-
crease in the training time. Instead of simply concategatin
all of the available training data, we have experimented wit
two methods using multiple phrase tables (PT) and language
models (LM).

On one hand, we built separate phrase tables and lan-
guage models for each data sets (domain-specific LM and PT,
general domain LM and PT) and then we used all of them in
the log-linear model. This model-based adaptation method i

adaptation methods. For these experiments, we used the gen-referred to ilomain-specific PT-LM, line (6) in Table 9.

eral domain data and the PBMT system described in Section
2 and the domain-specific data described in Section 4.

On the other hand, we tried to interpolate specific and
general language models before using it in the log-linear



Baseline PBMT

...with domain-specific SPE

...with domain-specific PT-LM

e There is some maximum quantit
of water vapor for each of the valu
of the air temperatures.

e This is in connection with the eft

fects of noise.
e A reduction in consumption o
animal products will very probably

ye There issome maximumamount of

ewater vapor foreach of thevalue of

the air temperature.

e This is in connection with the ef-

fects of acoustic

f o A shift in consumption ofanimal
products will most likely positive ef-

e There isa certain amount of wa-
ter vapomaximum possiblefor every

value of the air temperature.

e This is inrelation to the acoustic ef-
fects

e A reduction in the consumption of
products of animal origin will very

a positive effect on consumption ¢
water to agriculture

ffect on water consumptiaio agricul-
ture

probably a positive effect on water
consumptiorof agriculture

Table 10: Examples of translations according to the doradiptation method

Systems TERBLEU) domain? For domain-adaptation, is SPE more efficient than

Generic PBMT 46.7 (33.3) building a new domain-adapted PBMT sytem?

(1) domain-specific SPE 39.240.) First, we noticed that an SPE system trained on
Corpus-based adaptation —— moderate-size and general domain dated(000 sentences)

(2) 1 xdomain-specific corpus (=0.5%) 35.2@5.H brings no gain to a baseline general domain PBMT system

(3) 10xdomain-specific corpus (=5.2%) | 33.1 @48.5 in terms of TER or BLEU. In such a setting, using manu-

(4) 102 xdomain-specific corpus (=35.5%) 32.3 49.2 ally post-edited outputs (“real setting”) instead of indep

(5) 103 xdomain-specific corpus (=84.5%) 32.6 ¢48.9 dent professional reference translations (“simulateihgg)
Model-based adaptation —— leads to a slight improvement of the translation quality. We

(6) domain-specific PT-LM 33.047.9 also observed that increasing the amount of the training dat

(7) domain-specific PT-LM 32.2@9.2 is not sufficient to significantly improve the SPE system per-

formances. So, whatever the available corpora, it seeffis dif
cult to improve/correct, general domain PBMT outputs with
statistical post-editing.

However, according to our experiments, an SPE system
seems more effective when trained on domain-specific data
and can be successfully used to adapt a general PBMT sys-

model. The LMs interpolation weights were estimated us- (€M to anew specialized domain. Comparing our general do-
ing an EM algorithmi and then, the two LMs were merged ~ Main and domain-specific SPE systems, we pointed out that

(using SriLM tool [13]) into a single model. We observed a better results are achieved with the latter one. This is Iyain
slight improvement in terms of BLEU and TER (referred as due to the fact that in-domain unknown common nouns of the

“domain-specific PT-LM, line (7) in Table 9). general-domain PBMT system are recovered by the domain-

According to the experiment results, the systems pro- SPecific SPE system. _
duced with the corpus-based and the model-based domain- N our last experiment we decided to compare SPE-based
adaptation methods (TER from 32.2 to 35.2) significantly domain-adaptation with another adaptation approach which
outperform the SPE method (TER of 39.2). Figure 10 shows CONSist of training specialized phrase-tables and languag
some examples of specific-domain translation hypotheses us Models and interpolate them with the baseline general mod-
ing the domain-specific SPE system and doenain-specific els. For this latter experiment, each methods shared the sam
PT-LM, system. baseline PBMT system and the same data sets. Results show
that the PT-LM domain-adaptation method significantly out-
performs the domain-specific SPE.

It is however important to note that in the case of model-
The aim of this study was to better understand the usefulness based adaptation, a brand new PBMT system is built. There
of statistical post-edition to improve PBMT systems ousput ~ might be practical situations where it is impossible to duil
In order to do so, we tried to answer the following ques- @ new PBMT system (the one used is a “black box”), or it
tions: Is simulated SPE really comparable to real SPE? Can may be useful to keep a general PBMT system and a record
an SPE system be applied to PBMT system outputs in order of several SPE systems each adapted to a different domain.
to improve them? Can an SPE system be used to adapt a

Table 9: Performance — TERB[EU) scores — on a
specialized domain corpus according to domain adaptation
method

6. Conclusion

general domain “black-box” MT system towards a particular

http://sourceforge.net/apps/mediawikif/irstim/ingewp?
titte=LM _interpolation
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