IWSLT 2012

International Workshop on
Spoken Language Translation

HKUST & 6-7 December 2012
The Hong Kong University of Science and Technology

ie

hitc.cs.ust.hk/iwslt



Proceedings of the

International Workshop on
Spoken Language Translation

December 6 and 7, 2012
Hong Kong

Edited by

Eiichiro Sumita
Dekai Wu
Michael Paul
Chengqging Zong
Chiori Hori



Table of Contents

Foreword. ... ..o 1
OT@AIIZETS .« . e ettt et e e ettt 4
Program ..o 5
Koy notes. . .o 7

Evaluation Campaign

Overview of the IWSLT 2012 Evaluation Campaign ............c..ooiiiiiiiiiiiniian.. 12
Marcello Federico, Mauro Cettolo, Luisa Bentivogli, Michael Paul and Sebastian Stiiker
The NICT ASR System for TWSLT2012. .. ..ot e 34

Hitoshi Yamamoto, Youzheng Wu, Chien-Lin Huang, Xugang Lu, Paul R. Dizon,
Shigeki Matsuda, Chiori Hori and Hideki Kashioka

The KIT Translation systems for IWSLT 2012 ..., 38
Mohammed Mediani, Yuqi Zhang, Thanh-Le Ha, Jan Niehues, Eunah Cho, Teresa
Herrmann, Rainer Kdirgel and Alexander Waibel

The UEDIN Systems for the IWSLT 2012 Evaluation.................coiiiiiiiiia... 46
Eva Hasler, Peter Bell, Arnab Ghoshal, Barry Haddow, Philipp Koehn, Fergus
MclInnes, Steve Renals and Pawel Swietojanski

The NAIST Machine Translation System for IWSLT2012. ...t 54
Graham Neubig, Kevin Duh, Masaya Ogushi, Takatomo Kano, Tetsuo Kiso, Sakriani
Sakti, Tomoki Toda and Satoshi Nakamura

FBK’s Machine Translation Systems for IWSLT 2012’s TED Lectures .................... 61
Nicholas Ruiz, Arianna Bisazza, Roldano Cattoni and Marcello Federico

The RWTH Aachen Speech Recognition and Machine Translation System for IWSLT 2012 69
Stephan Peitz, Saab Mansour, Markus Freitag, Minwei Feng, Matthias Huck, Joern
Wuebker, Malte Nuhn, Markus Nuf$baum-Thom and Hermann Ney

The HIT-LTRC Machine Translation System for IWSLT 2012 ............................ 7
Xiaoning Zhu, Yiming Cui, Conghui Zhu, Tiejun Zhao and Hailong Cao

FBK @ IWSLT 2012 - ASR track ..o e 81
Daniele Falavigna, Roberto Gretter, Fabio Brugnara and Diego Giuliani

The 2012 KIT and KIT-NAIST English ASR Systems for the IWSLT Evaluation......... 87

Christian Saam, Christian Mohr, Kevin Kilgour, Michael Heck, Matthias Sperber,
Keigo Kubo, Sebastian Stiker, Sakriani Sakti, Graham Neubig, Tomoki Toda, Satoshi
Nakamura and Alex Waibel

The KIT-NAIST (Contrastive) English ASR System for IWSLT 2012..................... 91
Michael Heck, Keigo Kubo, Matthias Sperber, Sakriani Sakti, Sebastian Stiker,
Christian Saam, Kevin Kilgour, Christian Mohr, Graham Neubig, Tomoki Toda,
Satoshi Nakamura and Alex Waibel



EBMT System of Kyoto University in OLYMPICS Task at IWSLT 2012..................
Chenhui Chu, Toshiaki Nakazawa and Sadao Kurohashi

The LIG English to French Machine Translation System for IWSLT 2012.................
Laurent Besacier, Benjamin Lecouteuz, Marwen Azouzi and Quang Luong Ngoc

The MIT-LL/AFRL TWSLT-2012 MT SyStem .. .....vuititit it
Jennifer Drezler, Wade Shen, Timothy Anderson, Brian Ore, Ray Slyh, Eric Hansen
and Terry Gleason

Minimum Bayes-Risk Decoding Extended with Similar Examples: NAIST-NICT at

T ST 2002 . .ottt
Hiroaki Shimizu, Masao Utiyama, Fiichiro Sumita and Satoshi Nakamura

The NICT Translation System for IWSLT 2012 ... ... ... . i
Andrew Finch, Ohnmar Htun and Eiichiro Sumita

TED Polish-to-English translation system for the IWSLT 2012 ...........................
Krzysztof Marasek

Forest-to-String Translation using Binarized Dependency Forest for IWSLT 2012

OLYMPICS TasK . . oottt e
Huwidong Na and Jong-Hyeok Lee

Romanian to English Automatic MT Experiments at IWSLT12...........................
Stefan Dumitrescu, Radu Ion, Dan Stefanescu, Tiberiu Boros and Dan Tufis

The TUBITAK Statistical Machine Translation System for IWSLT 2012..................
Coskun Mermer, Hamza Kaya, Ilknur Durgar El-Kahlout and Mehmet Ugur Dogan

Technical Papers

Active Error Detection and Resolution for Speech-to-Speech Translation..................
Rohit Prasad, Rohit Kumar, Sankaranarayanan Ananthakrishnan, Wei Chen, Sanjika
Hewavitharana, Matthew Roy, Frederick Choi, Aaron Challenner, Enoch Kan, Arvind
Neelakantan and Premkumar Natarajan

A Method for Translation of Paralinguistic Information...................................
Takatomo Kano, Sakriani Sakti, Shinnosuke Takamichi, Graham Neubig, Tomoki
Toda and Satoshi Nakamura

Continuous Space Language Models using Restricted Boltzmann Machines................
Jan Niehues and Alex Waibel

Focusing Language Models For Automatic Speech Recognition ...........................
Daniele Falavigna and Roberto Gretter

Simulating Human Judgment in Machine Translation Evaluation Campaigns .............
Philipp Koehn

Semi-supervised Transliteration Mining from Parallel and Comparable Corpora...........
Walid Aransa, Holger Schwenk and Loic Barrault

A Simple and Effective Weighted Phrase Extraction for Machine Translation Adaptation .
Saab Mansour and Hermann Ney



Applications of Data Selection via Cross-Entropy Difference for Real-World Statistical
Machine Translation .. ... ... . i 201

Amittair Azelrod, Qingjun Li and Will Lewis

A Universal Approach to Translating Numerical and Time Expressions................... 209
Mei Tu, Yu Zhou and Chengqing Zong

Evaluation of Interactive User Corrections for Lecture Transcription...................... 217
Henrich Kolkhorst, Kevin Kilgour, Sebastian Stiker and Alex Waibel

Factored Recurrent Neural Network Language Model in TED Lecture Transcription ... ... 222

Youzheng Wu, Hitoshi Yamamoto, Xugang Lu, Shigeki Matsuda, Chiori Hori and
Hideki Kashioka

Incremental Adaptation Using Translation Information and Post-Editing Analysis........ 229
Frédéric Blain, Holger Schwenk and Jean Senellart

Interactive-Predictive Speech-Enabled Computer-Assisted Translation.................... 237
Shahram Khadivi and Zeinab Vakil

MDI Adaptation for the Lazy: Avoiding Normalization in LM Adaptation for Lecture
Translation . ... ... 244
Nick Ruiz and Marcello Federico

Segmentation and Punctuation Prediction in Speech Language Translation Using a

Monolingual Translation System ......... ... i 252
Eunah Cho, Jan Niehues and Alex Waibel

Sequence Labeling-based Reordering Model for Phrase-based SMT ....................... 260
Minwei Feng, Jan-Thorsten Peter and Hermann Ney

Sparse Lexicalised Features and Topic Adaptation for SMT............. ... ... ... ....... 268
FEva Hasler, Barry Haddow and Philipp Koehn

Spoken Language Translation Using Automatically Transcribed Text in Training ......... 276
Stephan Peitz, Simon Wiesler, Markus Nussbaum-Thom and Hermann Ney

Towards a Better Understanding of Statistical Post-Edition Usefulness.................... 284

Marion Potet, Laurent Besacier, Hervé Blanchon and Marwen Azouzi

Towards Contextual Adaptation for Any-text Translation................... .. .. . .. .. 292
Li Gong, Aurélien Mazx and Frangois Yvon

AUthor TNdex . oo oo 300



Foreword

The International Workshop on Spoken Language Translation (IWSLT) is an annually-held
scientific workshop, associated with an open evaluation campaign on spoken language
translation, where both scientific papers and system descriptions are presented. The 9™
International Workshop on Spoken Language Translation takes place in Hong Kong on
December 6 and 7, 2012.

IWSLT includes scientific papers in dedicated technical sessions, with both oral or poster
presentations. The contributions cover theoretical and practical issues in the field of
Machine Translation (MT) in general, and Spoken Language Translation (SLT) in

particular:

Speech and text MT

Integration of ASR and MT

MT and SLT approaches

MT and SLT evaluation

Language resources for MT and SLT
Open source software for MT and SLT
Adaptation in MT

Simultaneous speech translation
Speech translation of lectures
Efficiency in MT

Stream-based algorithms for MT
Multilingual ASR and TTS

Rich transcription of speech for MT

Translation of on-verbal events

Submitted manuscripts were carefully peer-reviewed by two members of the program
committee and papers were selected based on their technical merit and relevance to the
conference. The large number of submissions as well as the high quality of the submitted
papers indicates the interest on Spoken Language Translation as a research field and the
growing interest in these technologies and their practical applications. The high quality of
submissions to this year’s workshop enabled us to accept a total of 20 technical papers from

around the world.
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The results of the spoken language translation evaluation campaigns organized in the
framework of the workshop are also an important part of IWSLT. Those evaluations are not
organized for the sake of competition, but their goal is to foster cooperative work and
scientific exchange. While participants compete for achieving the best result in the
evaluation, they come together afterwards and discuss and share their techniques that they
used in their systems. In this respect, INSLT proposes challenging research tasks and an
open experimental infrastructure for the scientific community working on spoken and
written language translation. The IWSLT 2012 Evaluation Campaign includes the following

tasks:

e ASR track (TED Task): automatic transcription of talks from audio to text (in
English)

e SLT track: speech translation of talks from audio (or ASR output) to text (from
English to French)

e MT track: text translation of talks for two language pairs plus ten optional language
pairs)

e HIT track (Olympics Task): text translation of the sentences taken from the

Olympics domain (Chinese to English)

For each task, monolingual and bilingual language resources, as needed, are provided to
participants in order to train their systems, as well as sets of manual and automatic speech
transcripts (with n-best and lattices) and reference translations, allowing researchers
working only on written language translation to also participate. Moreover, blind test sets
are released and all translation outputs produced by the participants are evaluated using
several automatic translation quality metrics. For the primary submissions of all MT and
SLT tasks a human evaluation was carried out as well. Each participant in the evaluation

campaign has been requested to submit a paper describing his system, the utilized resources.

A survey of the evaluation campaigns is presented by the organizers.

We would like to thank the IWSLT Steering Committee, Marcello Federico (FBK-irst,
Italy) and Alex Waibel (CMU, USA / Karlsruhe Institute of Technology (KIT), Germany),
with the former member, Satoshi Nakamura (NAIST, Japan). We would also like to thank
the co-chairs of the Evaluation Committee, Marcello Federico, Tiejun Zhao (Harbin
Institute of Technology, China), and Michael Paul (NICT, Japan), the co-chairs of the

Program Committee, Chengqing Zong (National Laboratory of Pattern Recognition,
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Chinese Academy of Sciences, China) and Chiori Hori (National Institute of Information
and Communications Technology, Japan) and the local organizing committee members.
Finally, we would like to warmly thank the all members of the Program Committee, who
made a wonderful work in the selection of the technical papers, and the three keynote
speakers (Dr. Dong Yu, Microsoft Research, USA, Prof. Hideki Isozaki, Okayama
Prefectural University, Japan, Dr. Chai Wutiwiwatchai, National Electronics and Computer
Technology Center (NECTEC), Thailand), who kindly accepted to give an invited talk at

the conference.

Welcome to Hong Kong!

Dekai WU and Eiichiro SUMITA, Workshop Chairs IWSLT 2012
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Program

Thursday, December 6th, 2012

08:30-09:15h Workshop Registration
09:15-09:30h  |Welcome remarks
09:30-10:15h Keynote Speech |
Dr. Chai Wutiwiwatchai - Toward Universal Network-based Speech Translation
10:15-10:35h Coffee Break
10:35-12:00h Evaluation Campaign |
10:35-11:20h  |Overview of the IWSLT 2012 Evaluation Campaign - Marcello Federico, Mauro Cettolo, Luisa Bentivogli, Michael Paul, Sebastian Stiiker
11:20-11-40h The NICT ASR System for IWSLT2012 - Hitoshi Yamamoto, Youzheng Wu, Chien-Lin Huang, Xugang Lu, Paul R. Dixon, Shigeki Matsuda, Chiori
’ ' Hori, Hideki Kashioka
11:40-12:00h The KIT Translation systems for IWSLT 2012 - Mohammed Mediani, Yuqi Zhang, Thanh-Le Ha, Jan Niehues, Eunah Cho, Teresa Herrmann, Rainer
’ ' Kargel, Alexander Waibel
12:00-14:00h Lunch Break
14:00-16:00h Evaluation Campaign |1
14:00-14:20h The UEDIN Systems for the IWSLT 2012 Evaluation - Eva Hasler, Peter Bell, Arnab Ghoshal, Barry Haddow, Philipp Koehn, Fergus McInnes, Steve
' ’ Renals, Pawel Swietojanski
14:20-14:40h The NAIST MachineTranslation System for IWSLT2012 - Graham Neubig, Kevin Duh, Masaya Ogushi, Takatomo Kano, Tetsuo Kiso, Sakriani
) ' Sakti, Tomoki Toda, Satoshi Nakamura
14:40-15:00h  |FBK's Machine Translation Systems for IWSLT 2012's TED Lectures - Nicholas Ruiz, Arianna Bisazza, Roldano Cattoni, Marcello Federico
15:00-15:20h Coffee Break
15:20-15:40h The RWTH Aachen Speech Recognition and Machine Translation System for IWSLT 2012 - Stephan Peitz, Saab Mansour, Markus Freitag,
' ’ Minwei Feng, Matthias Huck, Joern Wuebker, Malte Nuhn, Markus Nuf$baum-Thom, Hermann Ney
15:40-16:00h | The HIT- LTRC Machine Translation System for IWSLT 2012 - Xiaoning Zhu, Yiming Cui, Conghui Zhu, Tiejun Zhao, Hailong Cao
16:00-17:30h Poster Session |
FBK @ IWSLT 2012 - ASR track - Daniele Falavigna, Roberto Gretter, Fabio Brugnara, Diego Giuliani
The 2012 KIT and KIT-NAIST English ASR Systems for the IWSLT Evaluation - Christian Saam, Christian Mohr, Kevin Kilgour, Michael Heck,
Matthias Sperber, Keigo Kubo, Sebastian Stiiker, Sakriani Sakti, Graham Neubig, Tomoki Toda, Satoshi Nakamura, Alex Waibel
The KIT-NAIST (Contrastive) English ASR System for IWSLT 2012 - Michael Heck, Keigo Kubo, Matthias Sperber, Sakriani Sakti, Sebastian Stiiker,
Christian Saam, Kevin Kilgour, Christian Mohr, Graham Neubig, Tomoki Toda, Satoshi Nakamura, Alex Waibel
EBMT System of Kyoto University in OLYMPICS Task at IWSLT 2012 - Chenhui Chu, Toshiaki Nakazawa, Sadao Kurohashi
The LIG English to French Machine Translation System for IWSLT 2012 - Laurent Besacier, Benjamin Lecouteux, Marwen Azouzi, Quang Luong Ngoc
The MIT-LL/AFRL IWSLT-2012 MT System - Jennifer Drexler, Wade Shen, Timothy Anderson, Brian Ore, Ray Slyh, Eric Hansen, Terry Gleason
Minimum Bayes-Risk Decoding Extended with Two Methods: NAIST-NICT at IWSLT 2012 - Hiroaki Shimizu, Masao Utiyama, Eiichiro Sumita, Satoshi
Nakamura
The NICT Translation System for IWSLT 2012 - Andrew Finch, Ohnmar Htun, Eiichiro Sumita
TED Polish-to-English translation system for the IWSLT 2012 - Krzysztof Marasek
Forest-to-String Translation using Binarized Dependency Forest for IWSLT 2012 OLYMPICS Task - Hwidong Na, Jong-Hyeok Lee
Romanian to English Automatic MT Experiments at IWSLT12 - Stefan Dumitrescu, Radu Ion, Dan Stefanescu, Tiberiu Boros, Dan Tufis
The TUBITAK Statistical Machine Translation System for IWSLT 2012 - Coskun Mermer, Hamza Kaya, Ilknur Durgar El-Kahlout, Mehmet Ugur
Dogan
+ 7 poster presentations of the papers presented in the oral sessions
18:00h Social Event
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Friday, December 7th, 2012

09:30-10:15h Keynote Speech |1
Dr. Dong Yu - Who Can Understand Your Speech Better — Deep Neural Network or Gaussian Mixture Model?
10:15-10:40h Coffee Break
10:40-12:00h Technical Papers |
10:40-11:00h Active Error Detection and Resolution for Speech-to-Speech Translation - Rohit Prasad, Rohit Kumar, Sankaranarayanan Ananthakrishnan, Wei
’ ' Chen, Sanjika Hewavitharana, Matthew Roy, Frederick Choi, Aaron Challenner, Enoch Kan, Arvind Neelakantan, Prem Natarajan
11:00-11:20h A Method for Translation of Paralinguistic Information - Takatomo Kano, Sakriani Sakti, Shinnosuke Takamichi, Graham Neubig, Tomoki Toda,
' ' Satoshi Nakamura
11:20-11:40h  |Continuous Space Language Models using Restricted Boltzmann Machines - Jan Niehues, Alex Waibel
11:40-12:00h  |Focusing Language Models For Automatic Speech Recognition - Daniele Falavigna, Roberto Gretter
12:00-13:30h Lunch Break
13:30-14:15h Keynote Speech 111
Prof. Hideki Isozaki - Head Finalization: Translation from SVO to SOV
14:15-15:35h Technical Papers 11
14:15-14:35h  |Simulating Human Judgment in Machine Translation Evaluation Campaigns - Philipp Koehn
14:35-14:55h  [Semi-supervised Transliteration Mining from Parallel and Comparable Corpora - Walid Aransa, Holger Schwenk, Loic Barrault
14:55-15:15h | A Simple and Effective Weighted Phrase Extraction for Machine Translation Adaptation - Saab Mansour, Hermann Ney
15:15-15:35h Applications of Data Selection via Cross-Entropy Difference for Real-World Statistical Machine Translation - Amittai Axelrod, QingJun Li,
’ ' William D. Lewis
15:35-16:00h Coffee Break
16:00-17:30h Poster Session |11
A Universal Approach to Translating Numerical and Time Expressions - Mei Tum, Yu Zhou, Chengqing Zong
Evaluation of Interactive User Corrections for Lecture Transcription - Henrich Kolkhorst, Kevin Kilgour, Sebastian Stuker, Alex Waibel
Factored Recurrent Neural Network Language Model in TED Lecture Transcription - Youzheng Wu, Hitoshi Yamamoto, Xugang Lu, Shigeki
Matsuda, Chiori Hori, Hideki Kashioka
Incremental Adaptation Using Translation Information and Post-Editing Analysis - Frederic Blain, Holger Schwenk, Jean Senellart
Interactive-Predictive Speech-Enabled Computer-Assisted Translation - Shahram Khadivi, Zeinab Vakil
MDI Adaptation for the Lazy: Avoiding Normalization in LM Adaptation for Lecture Translation - Nick Ruiz, Marcello Federico
Segmentation and Punctuation Prediction in Speech Language Translation
Using a Monolingual Translation System - Eunah Cho, Jan Niehues and Alex Waibel
Sequence Labeling-based Reordering Model for Phrase-based SMT - Minwei Feng, Jan-Thorsten Peter, Hermann Ney
Sparse Lexicalised Features and Topic Adaptation for SMT - Eva Hasler, Barry Haddow, Philipp Koehn
Spoken Language Translation Using Automatically Transcribed Text in Training - Stephan Peitz, Simon Wiesler, Markus Nusbaum-Thom,
Hermann Ney
Towards a Better Understanding of Statistical Post-Edition Usefulness - Marion Potet, Laurent Besacier, Herve Blanchon, Marwen Azouzi
Towards Contextual Adaptation for Any-text Translation - Li Gong, Aurelien Max, Francois Yvon
17:30-18:00h Closing Ceremony - Best Paper Awards
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Keynote Speech I

Toward Universal Network-
based Speech Translation

Dr. Chai Wutiwiwatchai,

National Electronics and Computer Technology Center
(NECTEC), Thailand

Abstract: The speech translation technology has been widely expected to play an
important role in today global communication. This talk will address activities of a
recently developed international consortium, called Universal Speech Translation
Advanced Research (U-STAR), which composes 26 research organizations from 23
Asian and European countries. This largest research consortium has jointly developed a
network-based speech translation service which supports translation among 23
languages and accepts up to 17 languages speech input. The service has been developed
based on shared language resources in travel and sport domains. Users are able to access
the service via a freely available iPhone application, namely VoiceTra4U-M. This talk
will start by describing the initiation of the U-STAR consortium, followed by
summarizing the development issues on both language resource and system engineering
parts. Some statistics and analyses of the global usage during a few months field-testing
after service launching will be revealed. Finally, challenging issues to improve the
service accuracy and to extend the number of supported languages and translation
domains will be discussed.

Bio: Chai Wutiwiwatchai received his BEng (the first honor) and MEng degrees of
electrical engineering from Thammasat and Chulalongkorn University, Thailand in
1994 and 1997 respectively. He received his PhD in Computer Science from Tokyo
Institute of Technology in 2004 under the Japanese Governmental scholarship. He is
now the Head of Speech and Audio Technology Laboratory, National Electronics and
Computer Technology Center (NECTEC), Thailand. His research work includes several
international collaborative projects in a wide area of speech and language processing
including Universal Speech Translation Advanced Research (U-STAR), PAN
Localization Network (PANLI10ON), and ASEAN Machine Translation. He is a member
of International Speech Communication Association (ISCA), Institute of Electronics,
Information and Communication Engineers (IEICE), and has served as a country
representative in the ISCA international affair committee during 2007-2009.
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Keynote Speech 11

Who Can Understand Your
Speech Better — Deep Neural

Network or Gaussian Mixture
Model?

Dr. Dong Yu,

Microsoft Research

Abstract: Recently we have shown that the context-dependent deep neural network
(DNN) hidden Markov model (CD-DNN-HMM) can do surprisingly well for

large vocabulary speech recognition (LVSR) as demonstrated on several

benchmark tasks. Since then, much work has been done to understand its potential

and to further advance the state of the art. In this talk I will share some of these thoughts
and introduce some of the recent progresses we have made.

In the talk, I will first briefly describe CD-DNN-HMM and bring some insights on why
DNNs can do better than the shallow neural networks and Gaussian mixture models.
My discussion will be based on the fact that DNN can be considered as a joint model of
a complicated feature extractor and a log-linear model. I will then describe how some of
the obstacles, such as training speed, decoding speed, sequence-level training, and
adaptation, on adopting CD-DNN-HMMs can be removed thanks to recent advances.
After that, I will show ways to further improve the DNN structures to achieve

better recognition accuracy and to support new scenarios. I will conclude the talk by
indicating that DNNs not only do better but also are simpler than GMMs.

Bio: Dr. Dong Yu joined Microsoft Corporation in 1998 and Microsoft

Speech Research Group in 2002, where he is currently a senior researcher. He holds a
PhD degree in computer science from University of Idaho, an MS degree in computer
science from Indiana University at Bloomington, an MS degree in electrical engineering
from Chinese Academy of Sciences, and a BS degree (with honors) in electrical
engineering from Zhejiang University. His recent work focuses on deep neural network
and its applications to large vocabulary speech recognition. Dr. Dong Yu has published
over 100 papers in speech processing and machine learning and is the inventor/co-
inventor of around 50 granted/pending patents. He is currently serving as an associate
editor of IEEE transactions on audio, speech, and language processing (2011-) and has
served as an associate editor of IEEE signal processing magazine (2008-2011) and the
lead guest editor of IEEE Transactions on Audio, Speech, and Language

Processing special issue on deep learning for speech and language processing (2010-
2011).
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Keynote Speech 111

Head Finalization: Translation
from SVO to SOV

Prof. Hideki Isozaki,

Okayama Prefectural University

Abstract: Asian languages such as Japanese and Korean follow Subject-Object-

Verb (SOV) word order, which is completely different from European languages such
as English and French that follow Subject-Verb-Object word. The difference is not
limited to the position of "Object" or the accusative case, and the former is also called
head-final and the latter is also called head-initial. Because of the difference, phrase-
based SMT between SVO and SOV does not work well. This talk introduces Head
Finalization that reorders sentences into the head-final word order. According to the
result of the NTCIR-9 workshop, Head Finalization was quite effective for English-to-
Japanese patent translation.

Bio: Hideki Isozaki is a professor of Okayama Prefectural University, Japan. He
received B.E., M.E., and Ph.D. from the University of Tokyo in 1983, 1986, and 1998
respectively. After joining Nippon Telegraph and Telephone Corporation (NTT) in
1986, he has worked on logical inference, information extraction, named

entity recognition, question answering, summarization, and machine translation. From
1990 to 1991, he was a visiting scholar at Stanford University. He has authored or
coauthored over 100 papers and Japanese books including LaTeX with Complete
Control and Question Answering Systems.
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Overview of the IWSLT 2012 Evaluation Campaign

M. Federico M. Cettolo
FBK

via Sommarive 18,
38123 Povo (Trento), Italy
{federico, cettolo}@fbk.eu

L. Bentivogli

CELCT
Via alla Cascata 56/c,

bentivo@fbk.eu

Abstract

We report on the ninth evaluation campaign organized by the
IWSLT workshop. This year, the evaluation offered multi-
ple tracks on lecture translation based on the TED corpus,
and one track on dialog translation from Chinese to English
based on the Olympic trilingual corpus. In particular, the
TED tracks included a speech transcription track in English,
a speech translation track from English to French, and text
translation tracks from English to French and from Arabic to
English. In addition to the official tracks, ten unofficial MT
tracks were offered that required translating TED talks into
English from either Chinese, Dutch, German, Polish, Por-
tuguese (Brazilian), Romanian, Russian, Slovak, Slovene, or
Turkish. 16 teams participated in the evaluation and sub-
mitted a total of 48 primary runs. All runs were evaluated
with objective metrics, while runs of the official translation
tracks were also ranked by crowd-sourced judges. In par-
ticular, subjective ranking for the TED task was performed
on a progress test which permitted direct comparison of the
results from this year against the best results from the 2011
round of the evaluation campaign.

1. Introduction

The International Workshop on Spoken Language Trans-
lation (IWSLT) offers challenging research tasks and an
open experimental infrastructure for the scientific commu-
nity working on the automatic translation of spoken and writ-
ten language. The focus of the 2012 IWSLT Evaluation Cam-
paign was the translation of lectures and dialogs. The task of
translating lectures was built around the TED! talks, a col-
lection of public lectures covering a variety of topics. The
TED Task offered three distinct tracks addressing automatic
speech recognition (ASR) in English, spoken language trans-
lation (SLT) from English to French, and machine translation
(MT) from English to French and from Arabic to English. In
addition to the official MT language pairs, ten other unoffi-
cial translation directions were offered, with English as the
target language and the source language being either Chi-
nese, Dutch, German, Polish, Portuguese (Brazilian), Roma-
nian, Russian, Slovak, Sloven, or Turkish.

Thttp://www.ted.com

38123 Povo (Trento), Italy
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This year, we also launched the so-called OLYMPICS
Task, which addressed the MT of transcribed dialogs, in a
limited domain, from Chinese to English.

For each track, a schedule and evaluation specifications,
as well as language resources for system training, develop-
ment and evaluation were made available through the IWSLT
website. After the official evaluation deadline, automatic
scores for all submitted runs we provided to the participants.
In this edition, we received run submissions by 16 teams
from 11 countries. For all the official SLT and MT tracks
we also computed subjective rankings of all primary runs via
crowd-sourcing. For the OLYMPICS Task, system ranking
was based on a round-robin tournament structure, following
the evaluation scheme adopted last year. For the TED task,
as a novelty for this year, we introduced a double-elimination
tournament, which previous experiments showed to provide
rankings very similar to the more exhaustive but more costly
round-robin scheme. Moreover, for the TED Task we run the
subjective evaluation on a progress test—i.e., the evaluation
set from 2011 that we never released to the participants. This
permitted the measure of progress of SLT and MT against the
best runs of the 2011 evaluation campaign.

In the rest of the paper, we introduce the TED and
OLYMPICS tasks in more detail by describing for each track
the evaluation specifications and the language resources sup-
plied. For the TED MT track, we also provide details for the
reference baseline systems that we developed for all available
translation directions. Then, after listing the participants, we
describe how the human evaluation was organized for the of-
ficial SLT and MT tracks. Finally, we present the main find-
ings of this year’s campaign and give an outlook on the next
edition of IWSLT. The paper concludes with two appendices,
which present detailed results of the objective and subjective
evaluations.

2. TED Task
2.1. Task Definition

The translation of TED talks was introduced for the first time
at IWSLT 2010. TED is a nonprofit organization that “in-
vites the world’s most fascinating thinkers and doers [...] to
give the talk of their lives”. Its website makes the video
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recordings of the best TED talks available under the Cre-
ative Commons Attribution-NonCommercial-NoDerivs 3.0
license?. All talks have English captions, which have also
been translated into many other languages by volunteers
worldwide.

This year we proposed three challenging tracks involving
TED talks:

ASR track: automatic transcription of the talks’ English
audio;

SLT track: speech translation of talks from audio (or
ASR output) to text, from English to French;

MT track: text translation of talks from:
official: English to French and Arabic to English

unofficial: German, Dutch, Polish, Portuguese-
Brazil, Romanian, Russian, Slovak, Slovenian,
Turkish and Chinese to English

In the following sections, we give an overview of the
released language resources and provide more details about
these three tracks.

2.2. Supplied Textual Data

Starting this year, TED data sets for the IWSLT evaluations
are distributed through the WIT3 web repository [1].> The
aim of this repository is to make the collection of TED talks
effectively usable by the NLP community. Besides offering
ready-to-use parallel corpora, the WIT?2 repository also of-
fers MT benchmarks and text-processing tools designed for
the TED talks collection.

The language resources provided to the participants of
IWSLT 2012 comprise monolingual and parallel training cor-
pora of TED talks (train). Concerning the two official
language pairs, the development and evaluation data sets
(dev2010 and tst2010), used in past editions, were pro-
vided for development and testing purposes. For evalua-
tion purposes, two data sets were released: a new test set
(tst2012) and the official test set of 2011 (£t st2011) that
was used as the progress test setto compare the results
of this year against the best results achieved in 2011.

For the unofficial language pairs similar development/test
set were prepared, most of them overlapping with the dev/test
sets prepared for Arabic-English.

As usual, only the source part of the evaluation sets was
released to the participants. All texts were UTF-8 encoded,
case-sensitive, included punctuation marks, and were not to-
kenized. Parallel corpora were aligned at sentence level, even
though the original subtitles were aligned at sub-sentence
level. Details on the supplied monolingual and parallel data
for the two official language pairs are given in Tables 1 and 2;
the figures reported refer to tokenized texts.

Zhttp://creativecommons.org/licenses/by-nc-nd/3.0/
3http://wit3.fbk.eu
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Table 1: Monolingual resources for official language pairs

’ data set lang H sent \ token \ voc ‘
train En 142k | 2.82M | 54.8k
4 Fr || 143k | 3.0IM | 67.3k

Table 2: Bilingual resources for official language pairs

task dataset lang | sent [ token | voc [ talks |
MTg, p, train En || 141k |2.77M | 54.3k | 1029
Fr 2.91M | 66.9k
dev2010 En 934 | 20.1k| 3.4k 8
Fr 20.3k | 3.9k
tst2010 En | 1,664 | 32.0k| 3.9k 11
Fr 33.8k| 4.8k
tst2011 En 818 | 14.5k | 2.5k 8
Fr 15.6k| 3.0k
tst2012 En || 1,124 | 21,5k | 3.1k 11
Fr 23,5k | 3.7k
MT 4,-E,, train Ar || 138k |2.54M | 89.7k | 1015
En 2.73M | 53.9k
dev2010  Ar 934 | 18.3k| 4.6k 8
En 20.1k | 3.4k
tst2010 Ar || 1,664 | 29.3k| 6.0k 11
En 32.0k| 3.9k
tst2011 Ar || 1,450 | 25.6k| 5.6k 16
En 27.0k | 3.7k
tst2012 Ar || 1,704 | 27.8k| 6.1k 15
En 30.8k | 4.1k

Similar to last year, several out-of-domain parallel cor-
pora, including texts from the United Nations, European Par-
liament, and news commentaries, were supplied to the partic-
ipants. These corpora were kindly provided by the organizers
of the 7th Workshop on Statistical Machine Translation* and
the EuroMatrixPlus project .

2.3. Speech Recognition

The goal of the Automatic Speech Recognition (ASR) track
for IWSLT 2012 was to transcribe the English recordings of
the tst2011 and tst2012 MTg, r, test sets (Table 2) for
the TED task. This task reflects the recent increase of interest
in automatic subtitling and audiovisual content indexing.

Speech in TED lectures is in general planned, well artic-
ulated, and recorded in high quality. The main challenges
for ASR in these talks are to cope with a large variability of
topics, the presence of non-native speakers, and the rather
informal speaking style.

Table 3 provides statistics on the two sets; the counts of
reference transcripts refer to lower-cased text without punc-
tuation after the normalization described in detail in Sec-
tion 2.6.

“http://www.statmt.org/wmt12/translation-task.html
Shttp://www.euromatrixplus.net/
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Table 3: Statistics of ASR evaluation sets

[ task data set || duration | sent | token | voc | talks |
ASR tst2011 || 1ThO7m28s | 818 | 12.9k | 2.3k 8
Ern t2012 || 1h45m04s | 1124 | 19.2k | 2.8k 11

2.3.1. Language Resources

For acoustic model training, no specific data was provided
by the evaluation campaign. Instead, just as last year, par-
ticipants were allowed to use any data available to them, but
recorded before December 315¢, 2010.

For language model training, the training data was re-
stricted to the English monolingual texts and the English part
of the provided parallel texts as described in Section 2.2.

2.4. Spoken Language Translation

The SLT track required participants to translate the English
TED talks of tst2011 and tst2012 into French, starting
from the audio signal (see Section 2.3). The challenge of
this translation task over the MT track is the necessity to deal
with automatic, and in general error prone, transcriptions of
the audio signal, instead of correct human transcriptions.

Participants not using their own ASR system could re-
sort to automatic transcriptions distributed by the organizers.
These were the primary runs submitted by three participants
to the ASR track:

Table 4: WER of ASR runs released for the SLT track

System 0011 1512012
num. name
1 NICT 10.9 12.1
2 MITLL 11.1 13.3
3 UEDIN 12.4 14.4

Table 4 shows their WERs. Participants could freely
choose which set of transcriptions to translate; they were al-
lowed even to create a new transcription, e.g., by means of
system combination methods. Details on the specifications
for this track are given in Section 2.6.

2.4.1. Language Resources

For the SLT task the language resources available to partic-
ipants are the union of those of the ASR track, described in
Section 2.3.1, and of the English-to-French MT track, de-
scribed in Section 2.2.

2.5. Machine Translation

The MT TED track basically corresponds to a subtitling
translation task. The natural translation unit considered by
the human translators volunteering for TED is indeed the sin-
gle caption—as defined by the original transcript—which in
general does not correspond to a sentence, but to fragments
of it that fit the caption space. While translators can look at
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the context of the single captions, arranging the MT task in
this way would make it particularly difficult, especially when
word re-ordering across consecutive captions occurs. For this
reason, we preprocessed all the parallel texts to re-build the
original sentences, thus simplifying the MT task.

Reference results from baseline MT systems on the of-
ficial evaluation set (t st2012) are provided via the WIT3
repository. This helps participants and MT scientists to as-
sess their experimental outcomes, but also to set reference
systems for the human evaluation experiments (Section 5).

MT baselines were trained from TED data only, i.e,.
no additional out-of-domain resources were used. Pre-
processing was applied as follows: Arabic and Chinese
words were segmented by means of AMIRA [2] and the
Stanford Chinese Segmenter [3], respectively; while for all
the other languages the t okenizer script released with the
Europarl corpus [4] was applied.

The baselines were developed with the Moses toolkit [5].
Translation and lexicalized reordering models were trained
on the parallel training data; 5-gram LMs with improved
Kneser-Ney smoothing [6] were estimated on the target side
of the training parallel data with the IRSTLM toolkit [7].
The weights of the log-linear interpolation model were op-
timized on dev2010 with the MERT procedure provided
with Moses. Performance scores were computed with the
MultEval script implemented by [8].

Table 5 collects the %BLEU, METEOR, and TER scores
(“case sensitive+punctuation” mode) of all the baseline sys-
tems developed for all language pairs. In addition to the
scores obtained on dev2010 after the last iteration of the
tuning algorithm, we also report the scores measured on
the second development set (£t st2010) and on the official
test sets of the evaluation campaign (tst2011, tst2012).
Note that the tokenizers and the scorer applied here are dif-
ferent from those used for official evaluation.

2.6. Evaluation Specifications

ASR—For the evaluation of ASR submissions, participants
had to provide automatic transcripts of test talk recordings.
The talks were accompanied by an UEM file that marked the
portion of each talk that needed to be transcribed. Specifi-
cally excluded were the beginning portions of each talk con-
taining a jingle and possibly introductory applause, and the
applause and jingle at the end of each file after the speaker
has concluded his talk. Also excluded were larger portions
of the talks that did not contain the lecturer’s speech.

In addition, the UEM file also provides a segmentation of
each talk into sentence-like units. The segmentation was that
at sentence-level used in the MT track (Section 2.2). While
giving human-defined segmentation makes the transcription
task easier than it would be in real life, the use of it facilitates
the speech translation evaluation since the segmentation of
the input language perfectly matches the segmentation of the
reference translation used in evaluating the translation task.

Participants were required to provide the results of the au-
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En-Fr
dev2010 | 2628 059 | 4757 047 | 56.80 0.70

T st2010 | 28774 T 047 | 49.63 T 037 | 5130 047
tst2011 | 3495 070 | 5453 051 | 4411 0.60
tst2012 | 3489  0.61 | 5468 044 | 4335 0.50
Ar-En
dev2010 | 2470 054 | 4866 039 | 5541 059

T st2010 | 2364 045 | 4761 034 | 57.16 050
tst2011 | 22.66 049 | 4637 037 | 6027 0.59
tst2012 | 24.05 044 | 4862 031 | 5472 043
De-En
dev2010 | 28.14 060 | 52.83 040 | 5037 057

T 2010 | 26,18 048 | 5086 ~ 0.34 | 5259 ~ 0.50
tst2011 | 3028  0.51 | 55.00 032 | 47.86 047
st2012 | 2655 048 | 5099 032 | 5242 046
NI-En
dev2010 | 2379 062 | 47.04 049 | 57.14 0.64

T tst2010 | 3123 T 048 | 54.62 032 | 4790 045
tst2011 | 3345 055 | 5631 036 | 4511 049
tst2012 | 29.89  0.46 | 53.16 031 | 47.60 0.42
PI-En
dev2010 | 2056 0.58 | 4474 046 | 6247 067

T tst2010 | 1527 036 | 40.03 ~ 031 | 69.95 047
tst2011 | 18.68 042 | 43.64 032 | 6542 0.53
tst2012 | 15.89  0.39 | 39.11 032 | 68.56 0.48
Ptb-En
dev2010 | 3357 064 | 56.06 041 | 4553 057

T tst2010 | 3527 © 047 | 5885 T 031 | 43.01 043
tst2011 | 3856  0.54 | 6126 032 | 39.87 045
tst2012 | 4074 050 | 62.09 029 | 37.96 040
Ro-En
dev2010 | 2930 0.57 | 5326 040 | 4954 0.56

T 2010 | 2818 T 047 | 5232 T 033 | 51113 T 046
tst2011 | 3246  0.52 | 5592 034 | 4599 0.48
tst2012 | 29.08 048 | 5273 033 | 5032 045
Ru-En
dev2010 | 1737 050 | 41.63 040 | 66.96 0.60

T 2010 | 1682 037 | 4193 T 029 | 6628 047
tst2011 | 19.11 042 | 43.82 032 | 62.63 0.49
st2012 | 17.44 039 | 41.73 031 | 63.94 043
Sk-En
dev2012 | 1923 042 | 4265 032 | 6203 046

T s2012 | 21779 058 | 4501 041 | 5828 055
SI-En
dev2012 | 1590 045 | 40.16 036 | 6723 053

T st2012 | 1433 039 | 3942 T 033 | 6920  0.50
Tr-En
dev2010 | 11.13 040 | 3629 037 | 7825 054

T 2010 | 1213 T 032 ] 3787 T 027 | 7556 045
tst2011 | 1323 037 | 3921 030 | 7400 049
tst2012 | 1245 033 | 3876 029 | 73.63 043
Zh-En
dev2010 | 9.62 039 | 33.97 036 | 8247 101

T 2010 [ 11339 032 1 3680 © 0.28 ] 7599 ~ 0.76
tst2011 | 14.13 039 | 39.62 032 | 6502 042
tst2012 | 1233 033 | 37.67 030 | 67.80 0.39

Table 5: Performance of baselines in terms of %BLEU, ME-
TEOR (mtr) and TER scores, with standard deviations (o).
Values were computed in case-punctuation sensitive mode.

tomatic transcription in CTM format. Multiple submissions
were allowed, but one submission had to be marked as the
primary run.
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The quality of the submissions was then scored in terms
of word error rate (WER). The results were scored case-
insensitive, but were allowed to be submitted case-sensitive.
Numbers, dates, etc. had to be transcribed in words as they
are spoken, not in digits. Common acronyms, such as NATO
and EU, had to be written as one word, without any special
markers between the letters. This applies no matter if they are
spoken as one word or spelled out as a letter sequence. All
other letter spelling sequences had to be written as individ-
ual letters with spaces in between. Standard abbreviations,
such as “etc.” and "Mr.” were accepted as specified by the
GLM file in the scoring package that was provided to partic-
ipants for development purposes. For words pronounced in
their contracted form, it was permitted to use the orthography
for the contracted form, as these were normalized into their
canonical form according to the GLM file.

SLT/MT—The participants to the SLT and MT tracks
had to provide the results of the translation of the test sets in
NIST XML format. The output had to be true-cased and had
to contain punctuation. Participants to the SLT track could
either use the audio files directly, or use automatic transcrip-
tions selected from the ASR submissions (Table 4).

The quality of the translations was measured automati-
cally with BLEU [9] by scoring against the human transla-
tions created by the TED open translation project, and by
human subjective evaluation (Section 5).

The evaluation specifications for the SLT/MT tracks
were defined as case-sensitive with punctuation marks
(case+punc). Tokenization scripts were applied automati-
cally to all run submissions prior to evaluation.

Moreover, automatic evaluation scores were also calcu-
lated for case-insensitive (lower-case only) translation out-
puts with punctuation marks removed (no_case+no_punc).
Besides BLEU, six additional automatic standard metrics
(METEOR [10], WER [11], PER [12], TER [13], GTM [14],
and NIST [15]) were calculated offline.

3. OLYMPICS Task

As a continuation of previous spoken dialog translation tasks
[16, 17], this year’s IWSLT featured a translation task in
the Olympics domain. The OLYMPICS task is a small-
vocabulary task focusing on human dialogs in travel situa-
tions where the utterances were annotated with dialog and
speaker information that could be exploited by the partici-
pant to incorporate contextual information into the transla-
tion process.

3.1. Task Definition

The translation input condition of the OLYMPICS task con-
sisted of correct recognition results, i.e., text input. Partic-
ipants of the OLYMPICS task had to translate the Chinese
sentences into English.

The monolingual and bilingual language resources that
could be used to train the translation engines for the primary

The 9th International Workshop on Spoken Language Translation
Hong Kong, December 6th-7th, 2012



runs were limited to the supplied corpora described in Sec-
tion 3.2. These include all supplied development sets, i.e.,
the participants were free to use these data sets as they wish
for tuning model parameters or as training bitext, etc. All
other language resources, such as any additional dictionar-
ies, word lists, or bitext corpora were treated as “additional
language resources”.

3.2. Supplied Data

The OLYMPICS task was carried out using parts of the
Olympic Trilingual Corpus (HIT), a multilingual corpus that
covers 5 domains (traveling, dining, sports, traffic and busi-
ness) closely related to the Beijing 2008 Olympic Games
[18]. It includes dialogs, example sentences, articles from
the Internet and language teaching materials.

Moreover, the Basic Travel Expression Corpus (BTEC)
[19], a multilingual speech corpus containing tourism-related
sentences, was provided as an additional training corpus. The
BTEC corpus consists of 20k training sentences and the eval-
uation data of previous IWSLT evaluation campaigns [17].

Both corpora are aligned at sentence level. Table 6 sum-
marizes the characteristics of the Chinese (z/4) and English
(en) training (train), development (dev) and evaluation (eval)
data sets. The first two columns specify the given data set
and its type. The source language text (“fexr”) and target
language reference translation (“ref’) resources also include
annotated sample dialogs (“dialog’) and their translation into
the respective language (“lang”). The number of sentences
are given in the “senf” column, and the “avg.len” column
shows the average number of characters/words per training
sentence for Chinese/English, respectively. The reported fig-
ures refer to tokenized texts.

The BTEC development data sets include up to 16 En-
glish reference translations for 3k Chinese inputs sentences.
For the HIT data sets, only single reference translations were
available.

For each sentence of the HIT corpus, context informa-
tion on the type of text (dialog, samples, explanation), scene
(airplane, airport, restaurant, water/winter sports, etc.), fopic
(asking about traffic conditions, bargaining over a price, front
desk customer service, etc.), and the speaker (customer,
clerk, passenger, receptionist, travel agent, etc.) was pro-
vided to the participants.

The dialogs of the two development and the evaluation
data sets were randomly extracted from the HIT corpus after
disregarding dialogs containing too short (less than 5 words)
or too long (more than 18 words) sentences. The evaluation
and development data sets included a total of 123 and 157
dialogs consisting on average of 8 and 13 utterances, respec-
tively.

The supplied resources were released to the participants
three months ahead of the official run submission period. The
official run submission period was limited to one week.
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Table 6: Supplied Data (OLYMPICS)

[ BTEC data lang “ sent [ avg.len [ token [ voc ]
train (text) Zh (| 19,972 | 11.8 | 234,998 | 2,483
(text) En || 19,972 9.1 182,627 | 8,344
dev (text) Zh 2,977 9.4 27,888 | 1,515
(ref) En || 38,521 8.1 312,119 | 5,927

[ HIT data lang “ sent [ avg.len [ token [ voc ]
train (text) Zh || 52,603 | 13.2 | 694,100 | 4,280
(text) En || 52,603 9.5 515,882 | 18,964
devl (dialog) Zh 1,050 12.8 13,416 | 1,296
(ref) En 1,050 9.6 10,125 | 1.992
dev2 (dialog) Zh 1,007 13.3 13,394 | 1,281
(ref) En 1,007 10.0 10,083 | 1,900
eval (dialog) Zh 998 14.0 14,042 | 1,310
(ref) En 998 10.6 10,601 | 2,023

3.3. Run Submissions

Participant registered for the OLYMPICS translation task
had to submit at least one run. Run submission was carried
out via email to the organizers with multiple runs permitted.
However, the participant had to specify which runs should
be treated as primary (evaluation using human assessments
and automatic metrics) or contrastive (automatic evaluation
only). Re-submitting runs was allowed as far as they were
submitted prior to the submission deadline.

In total, 4 research groups participated in the OLYMPICS
task and 4 primary and 4 contrastive runs were submitted.

3.4. Evaluation Specifications

The evaluation specification for the OLYMPICS task was de-
fined as case-sensitive with punctuation marks (case+punc).
The same tokenization script was applied automatically to all
run submissions and reference data sets prior to evaluation.
In addition, automatic evaluation scores were also calculated
for case-insensitive (lower-case only) MT outputs with punc-
tuation marks removed (no_case+no_punc).

All primary and contrastive run submissions were eval-
uated using the standard automatic evaluation metrics de-
scribed in Section 2.6 for both evaluation specifications (see
Appendix A).

In addition, human assessments of the overall translation
quality of a single MT system were carried out with respect
to the adequacy of the translation with and without taking
into account the context of the respective dialog. The differ-
ences in translation quality between MT systems were eval-
uated using a paired comparison method that adopts a round-
robin tournament structure to determine a complete system
ranking, as described in Section 5.

4. Participants

A list of the participants of this year’s evaluation is shown in
Table 7. In total, 14 research teams from 11 countries took
part in the IWSLT 2012 evaluation campaign. The number
of primary and contrastive run submissions for each tasks
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Table 7: List of Participants

FBK Fondazione Bruno Kessler, Italy [20, 21]

HIT Harbin Institute of Technology, China [22]

KIT Karlsruhe Institute of Technology, Germany [23]

KIT-NAIST | KIT& NAIST collaboration [24, 25]

KYOTO-U | Kyoto University, Kurohashi-Kawahara Lab, Japan [26]

LIG Laboratory of Informatics of Grenoble, France [27]

MITLL Mass. Institute of Technology/Air Force Research Lab., USA [28]

NAIST Nara Institute of Science and Technology, Japan [29]

NAIST-NICT | NAIST& NICT collaboration [30]

NICT National Institute of Communications Technology, Japan [31, 32]

PIIIT Polish-Japanese Institute of Information Technology, Poland [33]

POSTECH Pohang University of of Science and Technology, Korea [34]

RACAI Research Institute for Al of the Romanian Academy, Romania [35]

RWTH Rheinisch-Westfilische Technische Hochschule Aachen, Germany [36]

TUBITAK TUBITAK - Center of Research for Advanced Technologies, Turkey [37]

UEDIN University of Edinburgh, UK [38]

TED OLY
ASR | SLT MT MT
En | EnFr | EnFr | ArEn | DeBn | NiEn | PIEn | PtbEn | RoEn | RuEn | SkEn | TrEn | ZhEn || ZhEn
FBK X X X X X X X
HIT X
KIT X X X
KYOTO-U X
LIG X
MITLL X X X X
NAIST X X X X X X X X X X X X
NICT X X X
PJIIT X
POSTECH X
RACAI X
RWTH X X X X X X X
TUBITAK X X
UEDIN
7 4 7 5 4 2 2 1 2 2 3 3 2 4

are summarized in Table 8. In total, 48 primary runs and 54
contrastive runs were submitted by the participants.

Table 8: Run Submissions

l Task “ Primary (Contrastive) [Systems] ‘
’TED ASRE., H 7 (8) [FBK,KIT,KIT-NAIST,MITLL,NICT,RWTH,UEDIN] ‘
TED SLTgnFr 4  (8) [KIT,MITLL,RWTH,UEDIN]

TED MT gy, Fr 7  (13) [FBK.KIT,LIG,MITLL,NAIST,RWTH,UEDIN]
TEDMTArEn 5 (5) [FBK,MITLL,NAIST,RWTH,TUBITAK]
TEDMTpegn 4 (5 [FBK,NAIST,RWTH,UEDIN]

TED MT N1 En 2 (2) [FBK,NAIST]

TEDMTpign 2 (2) [NAIST,PJIIT]

TEDMTpibEn 1 (0) [NAIST]

TED MTRoEn 2 (4) [NAIST,RACAI]

TED MTRvwEn 2 (1) [NAIST,NICT]

TED MTskgn 3 (0) [FBK,NAIST,RWTH]

TED MT7,En 3 (1) [FBK,NAIST,TUBITAK]

TEDMT znEn 2 (1) [NAIST,RWTH]

OLY MT 21 n, H 4 (4 [HIT,KYOTO-U,NAIST-NICT,POSTECH] ‘
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5. Human Evaluation

Subjective evaluation was carried out on all primary runs
submitted by participants to the official tracks of the TED
task, namely the SLT track (English-French) and the MT of-
ficial track (English-French and Arabic-English) and to the
OLYMPICS task (Chinese-English).

For each task, systems were evaluated using a subjective
evaluation set composed of 400 sentences randomly taken
from the test set used for automatic evaluation. Each evalu-
ation set represents the various lengths of the sentences in-
cluded in the corresponding test set, with the exception of
sentences with less than 5 words, which were excluded from
the subjective evaluation.

Two metrics were used for the IWSLT 2012 subjective
evaluation, i.e. System Ranking evaluation and, only for the
OLYMPICS task, Adequacy evaluation.

The goal of the Ranking evaluation is to produce a com-
plete ordering of the systems participating in a given task
[39]. In the ranking task, human judges are given two MT
outputs of the same input sentence as well as a reference
translation and they have to decide which of the two trans-
lation hypotheses is better, taking into account both the con-
tent and fluency of the translation. Judges are also given the
possibility to assign a tie in case both translations are equally
good or bad. The judgments collected through these pairwise
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comparisons are then used to produce the final ranking.

Following the practice consolidated in the previous cam-
paign, the ranking evaluation in IWSLT 2012 was carried out
by relying on crowd-sourced data. All the pairwise compar-
isons to be evaluated were posted to Amazon’s Mechanical
Turk® (MTurk) through the CrowdFlower’ interface. Data
control mechanisms including locale qualifications and gold
units (items with known labels which enable distinguishing
between trusted and untrusted contributors) implemented in
CrowdFlower were applied to ensure the quality of the col-
lected data [40].

For each pairwise comparison we requested three redun-
dant judgments from different MTurk contributors. This
means that for each task we collected three times the num-
ber of the necessary judgments. Redundant judgment col-
lection is a typical method to ensure the quality of crowd-
sourced data. In fact, instead of relying on a single judg-
ment, label aggregation is computed by applying majority
voting. Moreover, agreement information can be collected to
find and manage the most controversial annotations.

In our ranking task, there are three possible assessments:
(i) output A is better than output B, (ii) output A is worse
than output B, or (iii) both output A and B are equally good
or bad (tie). Having three judgements from different contrib-
utors and three possible values, it was not possible to assign
a majority vote for a number of comparisons. These unde-
cidable comparisons were interpreted as a tie between the
systems (neither of them won) and were used in the evalua-
tion.

In order to measure the significance of result differences
for each pairwise comparison, we applied the Approximate
Randomization Test®. The results for all the tasks are avail-
able in Appendix B.

Besides system ranking, an additional evaluation metrics
was used in the OLYMPICS task, where the overall trans-
lation quality of a single run submission was also evaluated
according to the translation adequacy, i.e., how much of the
information from the source sentence was expressed in the
translation with and without taking into account the context
of the respective dialog. Details on the adequacy evaluation
are given in Section 5.2.2.

Finally, in order to investigate the degree of consistency
between human evaluators, we calculated inter-annotator
agreement’® using the Fleiss’ kappa coefficient k [42, 43].
This coefficient measures the agreement between multiple
raters (three in our evaluation) each of whom classifies NV
items into C' mutually exclusive categories, taking into ac-
count the agreement occurring by chance. It is calculated as:

Shttp://www.mturk.com

Thttp://www.crowdflower.com

8To calculate Approximate Randomization we used the package avail-
able at: http://www.nlpado.de/~sebastian/software/sigf.shtml [41]

9 Agreement scores are presented in Section 5.1, Section 5.2, and in Ap-
pendix B.
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where P a is the observed pairwise agreement between the
raters and P e is the estimated agreement due to chance,
calculated empirically on the basis of the cumulative distri-
bution of judgments by all raters. If the raters are in complete
agreement then x = 1. If there is no agreement among the
raters (other than what would be expected by chance) then
< 0. The interpretation of the « values according to [44] is
given in Table 9.

Table 9: Interpretation of the ~ coefficient.

[ K | Interpretation |
<0 No agreement
0.0-0.20 | Slight agreement
0.21 — 0.40 | Fair agreement
0.41 —0.60 | Moderate agreement
0.61 — 0.80 | Substantial agreement
0.81 —1.00 | Almost perfect agreement

Within this common evaluation framework, different pro-
cedures were applied to the TED and OLYMPICS tasks.

5.1. TED Task

For the TED Task, subjective ranking was performed on the
Progress Test, i.e. on the 2011 evaluation set'’, with the goal
of measuring the progress of SLT and MT with respect to the
top-ranked 2011 systems.

As a major novelty for this year, a change in the type
of tournament used for the ranking evaluation was intro-
duced. In IWSLT 2011, we adopted a round robin tour-
nament, which is the most accurate way to determine sys-
tem ranking due to its completeness (each system competes
against every other system). The drawback of round robin is
that completeness comes at a high cost, due to the large num-
ber of comparisons to be carried out. Thus, our goal for this
year’s evaluation was to adopt a tournament structure com-
parable with round robin in terms of reliability, but requiring
less comparisons in favor of cost effectiveness.

Existing studies about the efficacy of sport tournament
structures [45] demonstrated that knockout tournaments are
comparable to round robin, if double elimination procedures
are used and the allocation of players to the tournament struc-
ture is accurately assigned a-priori according to some crite-
rion (seeding). The most promising structure, given its abil-
ity of ranking all players and the relatively few comparisons
required, is the Double Seeded Knockout with Consolation
(DSKOC) tournament.

In the DSKOC scheme proposed in [45], each player
must loose twice before elimination from the tournament.
The loss of one game does not therefore preclude that player
from winning that tournament, provided that all future con-
tests are won. Consolation play-offs are allowed at each stage
of the tournament in order to place all players, and the a-
priori seeding protocol is: Py - Pg Ps - P4 P3 - Pg P7 - Ps.

10The reference translations for the 2011 test set were never released to
the participants.
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Figure 1: Example of double knockout tournament with con-
solation at each stage of the competition

Figure 1 shows an example of a DSKOC tournament struc-
ture.

The DSKOC scheme was tested on the IWSLT 2011
data. For all IWSLT 2011 tasks, the system ranking ob-
tained with DSKOC was the same as the one obtained with
the round robin scheme. Therefore, the DSKOC tournament
was adopted with an 8-player scheme for the human evalua-
tion of the IWSLT 2012 TED tasks. For the a-priori seeding,
we used the BLEU scores obtained by the systems on the full
2011 test set.

Our evaluation scenario raises two issues that differenti-
ate it from real sport tournaments, namely:

1. Tied matches. In case of tied outcome - i.e. equal num-
ber of evaluation sentences for which one system was
judged better than the other - majority voting was not
applied. Instead, we took into account all the judg-
ments of each match and calculated which system ob-
tained the highest number of “win” judgments'!.

2. Systems competing more than once against each other.
The idea of giving a chance of recovery from an aber-
rant result, which is at the basis of the double elimi-
nation scheme in real sport tournaments, is not viable
in our scenario were crowd-sourced judgments are col-
lected only once. Thus, if two systems have to be com-
pared twice, a second evaluation is not run and the re-
sults of the first comparison are used.

Our aim for IWSLT 2012 was not only to evaluate all the
primary runs submitted for IWSLT 2012, but also to assess
their progress with respect to the best 2011 systems. Given

"n other words, ties were resolved considering all the 1,200 judgments
collected for the 400 evaluation sentences, instead of using the 400 labels
resulting from majority voting.
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that an 8-player tournament was adopted, different system
selection criteria were applied, depending on the participants
in each track.

e SLTg,py: all four 2012 runs were evaluated together
with the four best runs of 2011'2.

® MTA,En: all five 2012 runs were evaluated together
with a baseline created by the organizers and the top
two runs of 2011. In this track, only the top two 2011
systems were selected. This is due to the fact that
the evaluation of last year showed a large gap between
the two top-ranked systems and the last two systems,
which obtained poor results both in terms of automatic
metrics and subjective ranking.

o MTg,Fr: as eight primary runs were submitted this
year, two subsequent tournaments were carried out. In
the first tournament, only the bottom four runs of 2012
were ranked. The top four runs of 2012 were ranked
jointly with the top four 2011 runs in the second tour-
nament.

A summary of the TED Ranking task is given in Ta-
ble 10. Concerning the number of different matches, not
all the comparisons required in a standard scenario'® were
crowdsourced in this evaluation, because (i) already evalu-
ated matches were not repeated, and (ii) the results for the
matches involving 2011 systems were taken from the IWSLT
2011 evaluation data. As far as inter-annotator agreement is
concerned, all the three tracks are in the range of “Fair agree-
ment”. These results are comparable with those obtained last
year and confirm the general trend among the tracks, where
SLT g, shows the lowest agreement rate and MT g, .- the
highest one.

Table 10: Summary of the TED Ranking task

Task # ranked | # different LAA. (K)
systems HtH matches
SLTenrr | 8 15 (3 from 2011) | 0.2263
MT argn | 8 14 (0 from 2011) | 0.2496
MTgnpr | 12 21 (3 from 2011) | 0.2861

For each TED track, Appendix B provides the system
rankings according to the BLEU scores and the human eval-
uation results, as well as the complete structure of the tourna-
ments and detailed tables about pairwise head-to-head com-
parisons.

5.2. OLYMPICS Task

The human evaluation of the new IWSLT 2012 translation
task on the Olympics domain was performed with respect to
system ranking and dialog adequacy. Both methodologies
are described below.

12 All the best 2011 systems where chosen according to the results of last
year’s human evaluation.

3In an 8-player DSKOC structure, 16 or 17 matches are necessary to
complete the tournament.
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5.2.1. System ranking

Following last year’s evaluation methodology, system rank-
ing for the OLYMPICS task was achieved through a paired
comparison method that adopts a round-robin tournament
structure. Round-robin is the most complete way to deter-
mine system ranking as it ensures a full coverage of paired
comparisons between systems. We first prepared all the
paired comparisons necessary for a complete round-robin
over the selected 400 evaluation sentences (m=+sentences).
Each system was evaluated against each of the other sys-
tems for each evaluation sentence. Considering all systems
(n=#systems), there are n n — / pairwise comparisons
for each evaluation sentence, and thus m*n n— / com-
parisons for the whole evaluation set. The complete ranking
of the four system submissions to the task (n=4) using 400
evaluation sentences (m=400) required 2,400 comparisons.

Table 11: Paired Comparison Evaluation.

7 systems | # comparisons | # comparison | # collected | L.A.A.
per system in total judgments K

|4 | 1200 2400 | 7200 03653

A summary of the OLY ¢4, g, paired comparison task is
given in Table 11. As far as inter-annotator agreement is con-
cerned, the results obtained compare well with the overall
results obtained last year, falling in the class of “Fair agree-
ment”. The complete ranking of the systems and the results
of all the pairwise comparisons are given in Appendix B.4.

5.2.2. Dialog Adequacy

In addition to the system ranking based on paired compari-
son, human assessments of the overall translation quality of
a single MT system were carried out with respect to the Ade-
quacy of the translation for all OLYMPICS task run submis-
sions. For Adequacy, the evaluator was presented with the
source language input as well as a reference translation and
had to judge how much of the information from the original
sentence was expressed in the translation [46]. The Adequacy
judgments consisted of one of the grades listed in Table 12.

Table 12: Dialog Adequacy

Adequacy / Dialog
All Information
Most Information
Much Information
Little Information
None

— N Wk W

In addition to the above standard metrics, a modified ver-
sion of the adequacy metrics (dialog) that takes into account
information beyond the current input sentence was applied
to the translation results of the OLYMPICS task in order to
judge a given MT output in the context of the respective di-
alog. For the dialog assessment, the evaluators were pre-
sented with the history of previously uttered sentences, the
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input sentence and the reference translation. The evaluator
had to read the dialog history first and then had to judge how
much of the information from the reference translation is ex-
pressed in the translation in the context of the given dialog
history by assigning one of the dialog grades listed in Ta-
ble 12. In cases where parts of the information were omitted
in the system output, but they could be understood in the
context of the given dialog, such omission would not result
in a lower dialog score. For the final adequacy metric scores,
each system score was calculated as the median of the as-
signed grades. The adequacy evaluation was carried out by
an expert grader trained on the given tasks.

The adequacy evaluation results of all run submissions
are summarized in Appendix B.4. The dialog assessment
was carried out one week after the adequacy evaluation was
finished. In order to reduce evaluation costs, only the best
performing system (HIT) according to the adequacy metric
was selected for the subjective evaluation using the dialog
metric. We measured the intra-grader consistency'* and ob-
tained a « coefficient of 0.51 (moderate agreement) and 0.74
(substantial agreement) for the adequacy and dialog assess-
ment, respectively.

6. Main Findings

In this section, we point out the methods and solutions that,
according to the participants’ descriptions, contributed most
to the performance of their systems. Our intent is to provide
some useful suggestions for setting up strong baselines for
each track for the benefit of future participants or any inter-
ested researcher. The complete list of the system description
papers that we consulted is included in the references and can
be found in Table 7.

6.1. TED Task

In the following, we briefly comment on the general out-
comes of each track and point out relevant features of the
systems that participated this year. Notice that our selection
cannot be considered exhaustive nor objective.

6.1.1. ASR Track

Seven teams participated this year in the ASR track. A com-
parison of the 2011 and 2012 results on the progress test set
is given in Appendix A.2. We indeed observe a significant
drop in WER'" between the two best performing systems,
from 13.5% to 10.9%. Remarkable progress is observed for
all teams that participated in both editions.

All the ASR system developed this year have complex ar-
chitectures performing multiple adaptation and system com-
bination steps. Some of their relevant aspects are briefly
highlighted:

14The proportion of times that the same judge assigns the same grade
when assessing the same system output twice.

I5Notice that these figures differ from those reported in [47] as the refer-
ences were afterwards manually improved.
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Acoustic training data: The NICT system was trained only
on TED recordings, roughly 170h of speech, which means
much less data was used than for other systems.

Acoustic front-end: The best performing systems employed
multiple acoustic front-ends, including MLPs (KIT, RWTH)
and deep NN features (UEDIN), to lower feature dimension-
ality.

Acoustic models: The top performing systems employed
AMs trained on different acoustic features and with differ-
ent methods, combining SAT and discriminative methods.
Language models: The NICT and MITLL engines include
a RNN LM for n-best re-scoring. All participants used n-
gram LMs adapted via data selection and interpolation, both
before and after decoding. FBK reports comparable results
when adaptation is done after decoding.

6.1.2. SLT Track

Four teams participated in this track. Subjective rankings
were carried out on the progress test by considering all 2012
primary SLT runs and the four best SLT runs of 2011. De-
tailed automatic scores and subjective ranking results are re-
ported in Appendices A and B, respectively. The reported
BLEU rankings on the current and progress tests result are
consistent and statistically significant. According to the sub-
jective ranking, the top three 2012 systems are better than the
top 2011 run. Notice, however, that the subjective ranking of
the 2012 runs differs from the corresponding BLEU ranking.

Participants in the SLT track used their own ASR system
output which was post-processed in order to match the stan-
dard MT input conditions (punctuation and casing). MT was
performed on the single best ASR output using the same en-
gine as the French-English MT track, or after minor changes.

6.1.3. MT Track

The official English-French and Arabic-English tracks had 7
participants, 5 respectively. For English-French, the BLEU
rankings on the current and progress tests differ slightly.
Subjective ranking on the progress test was carried out with
two subsequent tournaments: one to select the top four runs
of 2012, and another to determined their ranking jointly with
the top four systems in the 2011 runs. The final outcome tells
that the best two 2012 runs improved over the best 2011 run,
and that the top three 2012 runs had identical BLEU ranks.

For Arabic-English, BLEU rankings on the current and
progress tests are also slightly different. Subjective ranking
was performed on the progress test by also including the best
two 2011 runs. The best 2012 run ranks above the best 2011
run. The best two 2012 teams also improved their own 2011
runs. The subjective and BLEU rankings are again in perfect
agreement.

A comparison between the baseline and the best perform-
ing systems is given in Figure 2.

The work carried out by the participants of TED MT
tasks focused on the following aspects:
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Figure 2: TED MT track: best runs vs. baselines
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Data selection and adaptation: Basically all participants
exploited data selection on the available out-of-domain re-
sources to reduce the size and improve the accuracy of trans-
lation and language models. Out-domain models are com-
bined by linear interpolation, log-linear interpolation, union
(KIT,UEDIN), or fill-up (FBK). UEDIN also performed trans-
lation model adaptation with sparse lexical features.
Language model: Some well performing MT systems used
class-based (KIT,RWTH) or hybrid (FBK) LMs to model the
style of talks. KIT reports slight improvements with a con-
tinuous space LM (Restricted Bolzmannn Machine) applied
during decoding.

Translation model: RWTH employed an improved phrase-
extraction method that drastically reduces the size of the
phrase-table. RWTH also reports gains with HPBT on
Chinese-English, and FBK on Turkish-English. On the other
side, UEDIN reports better results with PBT on German-
English and French-English.

Reordering: For distant translation directions, RWTH and
KIT applied POS based re-ordering rules, while FBK applied
a hierarchical orientation model and early distortion cost es-
timates.

System combination: RWTH reports significant gains
through confusion-network-based system combination.

To conclude, a few remarks concerning language specific is-
sues. Arabic and Chinese: RWTH reports improvements
by combining MT systems using multiple word segmenta-
tion models. For Chinese, RWTH also employs MT decoders
processing text in reverted word order. Turkish: FBK re-
ports relevant gains by using morphological segmentation
and HPBT models. Polish: PJIIT reported negative results
by applying morpho-syntactic factored models.

6.2. OLYMPICS Task

Four teams participated in the OLYMPICS task using quite
different MT architectures including phrase-based SMT
(HIT, NICT), syntax-based SMT (POSTECH), and syntax-
based EBMT (KYOTO-U) approaches. The difficulty of this
year’s dialog translation tasks lay in the handling of out-
of-vocabulary words and the sentence structure differences
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(non-parallel sentence) of the supplied language resources,
leading to lower evaluation scores for the structured-based
MT approaches.

The work carried out by the participants of the
OLYMPICS task focused on the following aspects:

Data preprocessing: The pre-processing of the Chinese lan-
guage resources was carried out using the Stanford word
segmenter [3] with the PKU model (HIT, NAIST-NICT) and
in-house segmenters (KYOTO-U, POSTECH). For English,
all participants only applied simple tokenization scripts. In
addition, KYOTO-U applied sub-sentence splitting and non-
parallel sentences filtering to improve the bilingual sentence
alignment quality of the supplied corpus.

Additional language resources: KYOTO-U investigated the
effects of using of external resources such as Wikipedia in or-
der to reduce the out-of-vocabulary problem. Unfortunately,
none of the participants used the dialog and speaker informa-
tion annotated in the supplied corpus.

Translation model: HIT focused on model combination of
phrase tables generated by GIZA++ and Pialign.

Decoding: NICT extended the Minimum Bayes Risk decod-
ing approach by considering maximum a-posteriori transla-
tion similarities and by taking advantage of the nearest neigh-
bors of the source sentence. POSTECH focused on a forest-
to-string machine translation approach based on binarized
dependency forests. KYOTO-U carried out a tree-based de-
coding approach that uses an example-based MT (EBMT)
system and integrates a Bayesian subtree alignment model
based on dependency trees.

Clear and consistent rankings were obtained for human
assessment using both paired comparison and adequacy met-
rics. Differences between all systems were statistically sig-
nificant. Moreover, a comparison of the adequacy and dialog
score differences of this year’s and previous dialog transla-
tion tasks [16, 17] indicate that dialog metrics more closely
reflect the reluctance of humans to accept machine translated
output when taking into account the context of the conversa-
tion across different dialog types and domains.

7. Conclusions

We presented the organization and outcomes of the 2012
IWSLT Evaluation Campaign. This year the evaluation intro-
duced several novelties: a small vocabulary translation tasks
(OLYMPICS), unofficial TED talk MT tasks from 10 differ-
ent languages into English, the use of a progress test set to
compare this year’s systems with the best runs of last year,
and finally the adoption of new a tournament scheme to run
the subjective evaluation on the official tracks. 16 teams par-
ticipated in the evaluation, submitting a total of 48 primary
runs. According to the automatic and subjective rankings
of the official tracks on the progress test, performance was
improved over the best results of last year. For the unofficial
track, results by Moses baseline systems were made available
for all 10 language pairs. For most of the tasks, participants
were able to perform significantly better than the baseline.
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The plan for 2013 is to include additional unofficial language
pairs and to adopt as progress test the 2012 test set, which for
this reason will not be publicly released.
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Appendix A. Automatic Evaluation

“case+punc” evaluation
“no_case+no_punc” evaluation

case-sensitive, with punctuations tokenized
case-insensitive, with punctuations removed

A.1. Official Testset (¢s12012)

- All the sentence IDs in the IWSLT 2012 testset were used to calculate the automatic scores for each run submission.
- ASR and MT systems are ordered according to the WER and BLEU metrics, respectively.

- For each task, the best score of each metric is marked with boldface.
- Besides the NIST metrics, all automatic evaluation metric scores are given as percent figures (%).

- Besides the ASR scores, the mean scores of 2000 iterations were calculated for each MT output according to the bootStrap method [48].
- Omitted lines between scores indicate non-significant differences in performance between the MT engines.

TED : ASR English (ASREg,,)

[ System [[ WER (Couny |
NICT 12.1 (2318)

KIT-NAIST 12.4 (2392)
KIT 12.7 (2435)
MITLL 13.3 (2565)
RWTH 13.6 (2621)
UEDIN 14.4 (2775)
FBK 16.8 (3227)

TED : SLT English-French (SLT g, r,-)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GIM | NIST
29.78 59.35 53.56 | 44.94 | 50.89 | 60.17 | 6.730 KIT 31.09 58.35 53.40 | 45.15 | 51.86 | 59.73 | 7.031
29.09 58.83 54.38 | 45.29 | 51.83 | 59.67 | 6.646 || UEDIN || 30.70 58.08 53.96 | 45.38 | 52.59 | 59.39 | 6.946
28.51 57.50 54.93 | 46.11 | 52.56 | 59.18 | 6.611 || RWTH || 29.96 56.95 54.37 | 46.13 | 53.07 | 58.90 | 6.901
24.67 55.59 61.05 | 50.93 | 58.44 | 55.86 | 5.908 || MITLL || 25.52 54.58 61.59 | 51.75 | 60.16 | 55.12 | 6.100

TED : MT English-French MTg., /)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
40.65 69.21 42.02 | 3491 | 39.96 | 68.95 | 7.969 || UEDIN || 39.22 66.32 44.73 | 37.09 | 43.32 | 67.02 | 8.031
40.44 68.74 40.82 | 34.62 | 38.82 | 69.32 | 8.102 KIT 39.23 65.94 43.33 | 36.78 | 42.01 | 67.44 | 8.187
39.45 68.01 42.49 | 35.82 | 40.60 | 68.30 | 7.916 || NAIST || 38.06 65.16 45.35 | 38.15 | 44.13 | 66.29 | 7.967
39.40 68.37 41.61 | 35.23 | 39.53 | 69.03 | 8.034 || RWTH 38.16 65.46 4422 | 37.57 | 42.98 | 67.04 | 8.099
37.58 67.23 43.00 | 35.96 | 41.00 | 68.04 | 7.856 LIG 36.04 64.27 45.72 | 38.31 | 44.44 | 65.98 | 7.892
37.27 66.76 44.15 | 3691 | 42.27 | 67.16 | 7.712 FBK 35.73 63.78 47.05 | 39.40 | 45.77 | 64.93 | 7.740
32.93 64.34 50.09 | 41.49 | 47.77 | 64.02 | 6.980 || MITLL || 31.57 61.24 53.49 | 44.32 | 51.99 | 61.68 | 6.989

TED : MT Arabic-English (MT 4,-£,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
29.32 65.71 50.86 | 41.79 | 48.18 | 63.23 | 7.046 RWTH 28.24 63.13 53.67 | 43.99 | 51.99 | 61.43 | 7.156
27.87 63.85 54.45 | 44.57 | 51.63 | 61.03 | 6.656 FBK 26.40 61.03 57.94 | 47.28 | 55.98 | 58.79 | 6.686
25.33 61.14 56.57 | 46.70 | 54.01 | 59.06 | 6.356 NAIST 23.77 58.03 60.12 | 47.37 | 58.32 | 56.46 | 6.360
25.30 62.33 54.20 | 44.75 | 51.53 | 60.17 | 6.519 || TUBITAK || 23.90 59.38 57.53 | 48.64 | 55.77 | 57.89 | 6.568
19.32 61.59 61.29 | 51.85 | 53.61 | 53.37 | 5.390 MITLL 22.95 58.51 60.07 | 49.62 | 58.16 | 57.07 | 6.370

TED : MT German-English (MTp.gr,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
29.84 66.28 | 52.78 | 41.71 | 49.05 | 63.74 | 7.053 || RWTH || 28.85 63.73 54.90 | 43.25 | 52.10 | 62.20 | 7.269
28.80 66.23 53.85 | 42.21 | 50.01 | 63.38 | 6.930 || UEDIN || 28.45 64.00 55.75 | 43.57 | 52.74 | 61.86 | 7.153
28.18 65.41 55.48 | 43.60 | 51.67 | 62.72 | 6.771 FBK 27.76 62.88 57.37 | 44.84 | 54.41 | 61.08 | 7.003
27.97 64.66 55.14 | 43.56 | 51.53 | 62.30 | 6.754 || NAIST || 26.95 62.00 57.54 | 45.31 | 54.66 | 60.36 | 6.934
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TED : MT Dutch-English (MT x;5,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
32.69 67.59 50.12 | 39.45 | 46.15 | 65.51 | 7.463 FBK 31.96 65.19 51.76 | 40.55 | 49.12 | 64.47 | 7.714
30.97 66.14 51.80 | 40.94 | 47.68 | 64.09 | 7.238 || NAIST || 30.29 63.74 53.64 | 42.10 | 50.84 | 63.06 | 7.471

TED : MT Polish-Engli

sh MTp;gn)

“case+punc” evaluation System “no-case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
16.66 49.90 70.49 | 58.21 | 66.88 | 49.55 | 5.062 || NAIST 15.33 46.27 73.38 | 60.60 | 71.04 | 47.08 | 5.151
15.32 47.94 71.85 [ 59.61 | 67.97 | 48.32 | 4.844 PJIIT 14.28 44.08 73.88 | 61.18 | 71.53 | 46.14 | 4.983

TED : MT Portuguese

(Brazilian)-English (MT p1, 51,)

“case+punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST

System

“no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST

4167 | 7591 | 39.84 [32.60 [ 37.82 | 72.05 [ 8.318 [[ naist [| 40.01 [ 73.45 [ 42.77 | 34.89 [ 41.29 [ 70.02 | 8.399

TED : MT Romanian-English MTr,g1)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GIM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
29.64 65.19 | 52.41 | 43.06 | 49.90 | 62.91 | 6.931 || NAIST || 27.59 61.93 | 56.13 | 45.93 | 54.27 | 60.27 | 6.951
27.00 64.46 56.30 | 46.20 | 51.09 | 60.03 | 6.514 || RACAI || 26.92 61.36 56.95 | 46.50 | 55.02 | 59.85 | 6.894
TED : MT Russian-English MTr., £r)
“case+punc” evaluation System “no-case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
18.31 52.37 | 65.74 | 54.53 | 62.52 | 51.75 | 5.332 || NAIST || 16.97 48.67 68.59 | 57.06 | 66.57 | 49.22 | 5.385
10.24 40.31 70.60 | 60.93 | 67.76 | 47.06 | 2.979 NICT 08.89 35.74 74.43 | 65.70 | 72.67 | 42.71 | 2.251
TED : MT Slovak-English (MT s zr,)
“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
21.50 52.85 62.26 | 54.34 | 59.38 | 54.11 | 5.545 FBK 20.82 50.11 64.41 | 56.29 | 62.48 | 51.78 | 5.686
20.55 53.91 66.76 | 58.42 | 60.68 | 50.93 | 5.168 || NAIST || 21.43 51.51 65.89 | 56.89 | 63.85 | 52.12 | 5.685
16.24 53.63 68.31 | 61.41 | 59.84 | 47.42 | 4.691 || RWTH 19.71 50.08 65.77 | 57.65 | 63.97 | 51.29 | 5.593

TED : MT Turkish-English MT7,-£,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
17.16 53.51 74.32 | 52.32 | 66.65 | 54.61 | 5.551 FBK 16.06 50.37 77.81 | 54.53 | 70.86 | 52.43 | 5.691
14.87 50.47 77.47 | 5541 | 69.79 | 51.86 | 5.148 NAIST 13.66 47.16 81.37 | 57.78 | 74.37 | 49.44 | 5.256
12.86 47.36 80.04 | 58.58 | 72.78 | 48.90 | 4.745 || TUBITAK || 11.96 43.79 83.23 | 60.69 | 76.89 | 46.45 | 4.876

TED : MT Chinese-English MT 21, £,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GIM | NIST
15.08 49.76 69.52 | 56.64 | 65.05 | 49.73 | 4.931 || RWTH 13.95 45.97 73.08 | 59.58 | 69.84 | 47.18 | 4.904
12.04 45.62 71.78 | 59.10 | 67.82 | 46.76 | 4.364 || NAIST 1091 41.47 75.59 | 62.49 | 72.91 | 43.74 | 4.222

OLYMPICS : MT Chinese-English (MT z1, g,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
19.17 | 53.79 | 66.88 | 56.34 | 61.36 | 51.51 | 4.777 HIT 18.85 | 48.90 | 72.21 | 59.26 | 68.85 | 49.85 | 5.197
16.95 | 50.21 | 69.82 | 59.18 | 65.42 | 49.79 | 4.531 NICT 16.37 | 45.55 | 75.85 | 63.28 | 72.65 | 46.55 | 4.749
12.79 | 46.34 | 75.46 | 63.92 | 71.10 | 45.94 | 3.994 || KYOTO-U || 12.38 | 41.44 | 82.83 | 68.54 | 79.74 | 43.06 | 4.177
12.16 | 38.90 | 84.14 | 71.98 | 79.68 | 43.67 | 3.631 || POSTECH || 10.89 | 32.38 | 92.71 | 78.64 | 89.66 | 39.22 | 3.650
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A.2. Progress Testset (tst2011)

- All the sentence IDs in the IWSLT 2011 testset were used to calculate the automatic scores for each run submission.

- ASR and MT systems are ordered according to the WER and BLEU metrics, respectively.

- For each task, the best score of each metric is marked with boldface.

- Besides the NIST metrics, all automatic evaluation metric scores are given as percent figures (%).

- Besides the ASR scores, the mean scores of 2000 iterations were calculated for each MT output according to the bootStrap method [48].
- Omitted lines between scores indicate non-significant differences in performance between the MT engines.

TED : ASR English (ASRg,,)

System || WER (Couny | [TWSLT 2011 | WER  (Couny
NICT 10.9 (1401) MITLL 13.5 (1741)
MITLL 11.1 (1432) KIT 15.0 (1938)
KIT 12.0 (1552) LIUM 15.4 (1992)
KIT-NAIST 12.0 (1553) FBK 16.2 (2091)
UEDIN 12.4 (1599) NICT 25.6 (3301)
RWTH 13.4 (1731)
FBK 154 (1991)

TED : SLT English-French (SLT g, )
“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GIM | NIST
28.85 58.25 54.63 | 46.32 | 52.07 | 58.96 | 6.360 KIT 29.60 56.87 55.10 | 47.10 | 53.67 | 58.22 | 6.619
27.83 56.37 55.87 | 47.43 | 53.38 | 58.15 | 6.298 || RWTH || 28.62 55.24 56.15 | 48.17 | 54.74 | 57.35 | 6.524
26.53 56.19 56.57 | 48.00 | 54.06 | 57.27 | 6.130 || UEDIN || 27.65 55.07 56.76 | 48.55 | 55.36 | 56.54 | 6.377
24.28 54.75 61.40 | 51.49 | 58.75 | 55.59 | 5.711 || MITLL || 24.86 53.71 62.31 | 52.55 | 60.69 | 54.69 | 5.873

TED : MT English-French MT g, /)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST

39.00 | 67.73 | 43.79 | 36.97 | 41.56 | 67.48 | 7.483 || UEDIN || 37.86 | 64.64 | 46.19 | 39.20 | 44.90 | 65.43 | 7.583
38.64 | 67.11 | 42.98 | 36.75 | 40.88 | 67.69 | 7.607 || RWTH || 37.37 | 6390 | 45.47 | 39.11 | 44.38 | 65.59 | 7.681

38.49 | 67.12 | 43.08 | 36.86 | 41.00 | 67.59 | 7.587 KIT 3735 | 64.09 | 45.53 | 39.10 | 44.27 | 65.67 | 7.691
3790 | 66.62 | 43.90 |37.58 | 41.79 | 66.88 | 7.442 || NAIST || 36.63 | 63.53 | 46.87 | 39.93 | 45.59 | 64.80 | 7.514
3743 | 66.10 | 44.78 | 37.94 | 42.80 | 66.53 | 7.375 FBK 35.86 | 62.89 | 47.88 | 40.62 | 46.54 | 64.15 | 7.419
36.87 | 66.08 | 44.13 | 37.48 | 42.04 | 66.87 | 7.437 LIG 35.66 | 62.78 | 47.09 | 39.98 | 45.79 | 64.60 | 7.492
3143 | 6292 | 52.07 | 43.45 | 49.67 | 62.60 | 6.535 || MITLL || 30.09 | 59.49 | 55.78 | 46.42 | 54.19 | 60.14 | 6.568

TED : MT Arabic-English (MT 4,-£,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GIM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST

27.29 | 62.11 | 56.96 | 47.23 | 54.08 | 59.40 | 6.409 || RWTH 26.25 | 59.76 | 59.00 | 48.76 | 57.33 | 58.16 | 6.519

2547 | 59.61 | 60.38 | 50.20 | 57.73 | 57.56 | 6.029 FBK 24.03 | 57.03 | 63.06 | 52.38 | 61.44 | 55.76 | 6.058

2385 | 58.45 | 59.96 | 49.65 | 57.09 | 56.84 | 5.990 || TUBITAK || 22.43 | 55.68 | 62.96 |52.14 | 61.10 | 54.78 | 6.006

23.66 | 5852 | 61.79 | 51.39 | 58.85 | 56.46 | 5.826 || NAIST 2220 | 55.58 | 64.94 | 54.15 | 63.26 | 54.13 | 5.814

18.00 | 58.18 | 66.37 | 56.41 | 59.20 | 50.96 | 4.949 || MITLL 21.38 | 55.14 | 65.05 | 53.25 | 63.04 | 54.44 | 5.830

TED : MT German-English MTp.gr,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST

34.02 | 70.46 | 48.05 | 37.99 | 44.50 | 67.03 | 7.426 || RWTH || 32.98 | 68.00 | 50.25 | 39.68 | 47.70 | 65.53 | 7.587
3242 | 7032 | 4991 | 3828 | 45.77 | 66.99 | 7.311 || UEDIN || 31.68 | 67.94 | 52.17 | 39.99 | 48.94 | 65.42 | 7.450
3238 | 69.87 | 50.30 | 39.06 | 46.56 | 66.68 | 7.243 FBK 31.77 | 67.56 | 52.28 | 40.53 | 49.32 | 65.14 | 7.421
31.53 | 69.21 50.87 | 39.34 | 46.83 | 66.10 | 7.193 || NAIST || 30.82 | 66.69 | 53.00 | 41.06 | 49.94 | 64.43 | 7.355
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TED : MT Dutch-English (MT ;)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
36.11 71.40 47.94 | 37.51 | 43.91 | 67.81 | 7.623 FBK 35.30 69.30 49.70 | 38.56 | 47.06 | 66.95 | 7.842
34.63 70.48 49.20 | 38.55 | 44.99 | 66.64 | 7.436 || NAIST || 33.82 68.21 51.24 | 39.72 | 48.49 | 65.77 | 7.632
TED : MT Polish-English (MTp; g,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GIM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
20.27 | 5581 | 66.07 | 53.92 | 62.49 | 54.13 | 5.484 || NAIST || 19.27 | 52.31 | 68.92 | 55.94 | 66.54 | 51.97 | 5.587
18.65 | 53.61 | 68.11 |55.42 | 64.19 | 53.10 | 5.279 || PJUT 18.00 | 50.30 | 69.91 | 56.86 | 67.45 | 51.12 | 5.469

TED : MT Portuguese(Brazilian)-English (MT pp,51,)

“case+punc” evaluation
BLEU |METEOR | WER | PER | TER | GTM | NIST

System

“no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST

39.72 | 7506 | 41.67 [ 34.11 [ 39.45 | 71.04 | 7.990 [[ natst [ 37.96 [ 72.58 | 44.60 | 36.40 [ 42.97 | 69.05 | 8.007

TED : MT Romanian-English MTr,gr)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
33.62 69.57 47.48 | 38.53 | 44.79 | 66.71 | 7.402 || NAIST || 31.84 66.62 50.62 | 40.92 | 48.79 | 64.58 | 7.447
29.93 68.44 52.13 | 42.06 | 46.71 | 63.45 | 6.881 || RACAI || 30.10 65.57 52.58 | 42.05 | 50.53 | 63.61 | 7.266

TED : MT Russian-English MT g, £,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
20.17 55.09 64.35 | 52.91 | 61.14 | 53.76 | 5.436 || NAIST || 18.54 51.36 67.46 | 55.40 | 65.26 | 51.06 | 5.479
11.52 42.37 68.93 | 58.62 | 66.03 | 49.02 | 3.473 NICT 09.97 38.04 72.56 | 63.22 | 70.83 | 44.80 | 2.791

TED : MT Turkish-English (MT7,-£,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GIM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
17.23 | 52.85 | 75.46 | 53.62 | 67.71 | 54.39 | 5.411 FBK 16.02 | 49.73 | 78.79 | 55.64 | 71.92 | 52.32 | 5.522
15.04 | 50.02 | 79.38 | 57.42 | 71.74 | 51.55 | 4.965 || NAIST 13.95 | 46.86 | 83.08 | 59.39 | 76.18 | 49.34 | 5.060
13.30 | 47.66 | 81.47 | 58.86 | 73.70 | 49.64 | 4.709 || TUBITAK || 12.34 | 44.19 | 84.41 | 60.48 | 77.63 | 47.59 | 4.847

TED : MT Chinese-English MT 21, £,,)

“case+punc” evaluation System “no_case+no_punc” evaluation
BLEU | METEOR | WER | PER | TER | GTM | NIST BLEU | METEOR | WER | PER | TER | GTM | NIST
17.20 52.21 67.25 | 54.70 | 62.86 | 51.92 | 5.189 || RWTH 15.67 48.36 70.65 | 57.43 | 67.48 | 49.41 | 5.128
13.74 48.01 69.51 | 57.22 | 65.77 | 49.17 | 4.628 || NAIST 12.12 43.84 73.27 | 60.58 | 70.71 | 45.95 | 4.463
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Appendix B. Human Evaluation

B.1. TED SLT English-French Task - Progress Testset (¢st2011)

System Ranking

BLEU Ranking
(used for tournament seeding)

[Ranking[[System [BLEU score|

Human Ranking
(resulting from tournament)

[Ranking[[System |

1 KIT12 28.86 1 KIT12

2 LIUM11 28.23 2 UEDIN{2
3 RWTH12 27.85 3 MITLL12
4 KIT11 26.78 4 KIT11

5 RWTH11 26.76 5 LIUM11
6 UEDIN712 26.54 6 RWTH12
7 LIG11 24.85 7 LIG11

8 MITLL12 24.27 8 RWTH11

Double Seeded Knockout with Consolation Tournament

CONSOLATION

7,8

MITLL,, MITLL,,

Head to Head Matches Evaluation

- Head to Head matches: Wins indicate the percentage of times that one system was judged to be better than the other. The winner of the two systems is indicated
in bold. The difference between 100 and the sum of the systems‘wins corresponds to the percentage of ties.

- Statistical significance: t indicates statistical significance at p < 0.10, I indicates statistical significance at p < 0.05, and x indicates statistical significance at p
< 0.01, according to the Approximate Randomization Test based on 10,000 iterations.

- Inter Annotator Agreement: calculated using Fleiss’ kappa coefficient.

[HtH Matches  [[% Wins [LAA.] [HtHMatches  [[% Wins [LAA. ] [HtH Matches [[% Wins [LAA]

KIT11- KIT19 KIT11: 23.75 0.1916 MITLLj2- LIUM7 || MITLL12: 39.75|0.2025 UEDIN12- MITLL12 || UEDIN12: 40.75[0.2618
KITq2: 41.75* LIUM11: 37.50 MITLL12: 34.50

KIT11- MITLL2 KIT11:28.50 0.1716 MITLL12- KIT12 ||[MITLL12: 18.00|0.3730 UEDIN{12- RWTH12 ||UEDIN12: 19.25]0.4009
MITLL12: 33.50 KIT12: 25.50% RWTH12: 16.00

LIG11- RWTH12 LIG11: 31.25 0.1993 RWTH12- KIT11 RWTH12: 37.50 [0.2413 RWTH11- KIT11 RWTH11: 24.00 |0.1784
RWTH12: 31.75 KIT11: 38.00 KITy1: 27.75

LIUM11- UEDIN72 |[LIUM71: 38.00 0.1887 RWTH12- LIUM11 ||[RWTH7p2: 27.00 |0.2245 LIG11- LIUM11 LIG11: 21.55 0.1743
UEDIN12: 38.00 (@ LIUM11: 36.00% LIUM17: 30.08%

RWTH11- MITLL12 ||RWTH11: 28.25 0.1415 UEDIN12- KIT12 ||UEDIN712: 37.25(0.2760 RWTH11- LIG11 RWTH711: 26.88 |0.1697
MITLL12: 30.50 KIT12: 41.75 LIG11: 29.65
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B.2. TED MT Arabic-English Task - Progress Testset (¢st2011)

System Ranking
BLEU Ranking Human Ranking

(used for tournament seeding) (resulting from tournament)
[Ranking[[ System [BLEU score] [Ranking [ System |

1 RWTH12 27.28 1 RWTH12

2 RWTH11 26.32 2 RWTH11

3 FBK12 25.46 3 FBK12

4 FBK11 2431 4 FBK11

5 TUBITAK12 23.85 5 TUBITAK12

6 NAIST12 23.65 6 NAIST12

7 BASELINE |2 22.08 7 MITLL12

8 MITLL12 17.99 8 BASELINE]2

Double Seeded Knockout with Consolation Tournament

CONSOLATION

FBK,, 7.8

MITLL,,

TBTAK,,

Head to Head Matches Evaluation

- Head to Head matches: Wins indicate the percentage of times that one system was judged to be better than the other. The winner of the two systems is indicated
in bold. The difference between 100 and the sum of the systems‘wins corresponds to the percentage of ties.

- Statistical significance: t indicates statistical significance at p < 0.10, I indicates statistical significance at p < 0.05, and x indicates statistical significance at p
< 0.01, according to the Approximate Randomization Test based on 10,000 iterations.

- Inter Annotator Agreement: calculated using Fleiss’ kappa coefficient.

lHtH Matches “ % Wins [I.A.A. ‘ lHtH Matches “ % Wins [I.A.A. ‘ lHtH Matches “ % Wins [I.A.A. ‘

FBK11- FBK12 FBK11: 23.75 0.2766 NAIST12- FBK12 NAIST12: 20.50 0.2352 RWTH11- RWTH12 RWTH11: 20.25 0.3236
FBK12: 24.75 FBK1o: 47.25* RWTH12: 27.25T

MITLL12- RWTH12 ||MITLL12: 12.50 |0.2834 NAIST12- TUBITAK 2 ||NAIST12: 24.00 0.2545 RWTH11- BASELINE 2 ||[RWTH711: 58.75* 0.2654
RWTH12: 59.00* TUBITAK12: 24.00 (@ BASELINEj2: 10.25

FBK11- NAIST19 FBK11: 37.50% 0.2693 TUBITAK12- FBK12 TUBITAK19: 18.25 0.2937 BASELINE{2- MITLL12 || BASELINE12: 16.50|0.1933
NAIST12: 18.25 FBK12: 37.25* MITLL1225.25*

FBK11- RWTH12 FBK11: 21.50 0.2417 TUBITAK12- MITLL12 || TUBITAK12: 39.75* |0.2030 BASELINE{2- NAIST12 ||BASELINE12:17.75 |0.2284
RWTH12: 40.75* MITLL12: 19.75 NAIST19: 37.25*

FBK11- TUBITAK12 ||FBK11: 41.00* 0.1971 RWTH11- FBK12 RWTH11: 38.50* 0.2297
TUBITAK12: 26.50 FBK12: 25.25

(a) Total number of wins considering all the judgments by the three annotators: TUBITAKj2=358; NAISTi2=327.
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B.3.1 TED MT English-French - Progress Testset (¢st2011)

- First tournament: all 2012 systems to determine the top four ones.

System Ranking
BLEU Ranking Human Ranking

(used for tournament seeding) (resulting from tournament)
[Ranking[[ System [BLEU score] [Ranking[[ System ]

1 UEDIN12 39.01 KIT12

2 RWTH12 38.66 LIG12

3 KIT12 38.49 RWTH12

4 NAIST12 37.90 UEDIN12

5 FBK12 37.43 5 NAIST12

6 LIG12 36.88 6 FBK12

7 BASELINE 2 |33.90 7 BASELINE 19

8 MITLL12 31.44 8 MITLL12

Double Seeded Knockout with Consolation Tournament

CONSOLATION

UEDIN,,

NAIST,,

Head to Head Matches Evaluation

- Head to Head matches: Wins indicate the percentage of times that one system was judged to be better than the other. The winner of the two systems is indicated
in bold. The difference between 100 and the sum of the systems‘wins corresponds to the percentage of ties.

- Statistical significance: t indicates statistical significance at p < 0.10, I indicates statistical significance at p < 0.05, and x indicates statistical significance at p
< 0.01, according to the Approximate Randomization Test based on 10,000 iterations.

- Inter Annotator Agreement: calculated using Fleiss’ kappa coefficient.

[HtH Matches [[% Wins [LAA.| [HtHMatches  [[% Wins [LAAA.] [HtHMatches [[% Wins [LAA. ]

BASELINE{2- LIG12 BASELINE12: 24.75|0.1665 LIG12- KIT12 LIG12: 26.00 0.2921 NAIST12- LIG12 NAIST12: 32.00 0.2622
LIG12: 45.75% KIT12: 33.507 LIG1234.50

BASELINEj2- MITLL12 || BASELINE12: 39.75(0.1963 MITLL12- UEDIN12 |[MITLL12: 16.50 [0.2367 RWTH12- BASELINE 2 ||[RWTH12: 34.25* 0.2298
MITLL12: 32.75 UEDIN12: 47.50* BASELINE2: 22.25

FBK12- MITLL12 FBK12: 43.50F 0.1508 NAIST12- UEDIN72 [[NAIST12: 20.50 [0.4014 RWTH12- KIT19 RWTH13: 32.50 0.3218
MITLL12: 32.75 UEDIN712: 33.00* KIT12: 33.50

FBK12- RWTH12 FBK12: 27.25 0.2500 NAIST12- FBK12 NAIST12: 34.75F [0.3085
RWTH12: 36.75 FBK12: 25.25
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B.3.2 TED MT English-French Progressive Task - Progress Testset (¢st2011)

- Second tournament: the four top-ranked 2012 systems  the four top-ranked 2011 systems

System Ranking
BLEU Ranking Human Ranking
(used for tournament seeding) (resulting from tournament)

[Ranking[[System [BLEU score| [Ranking[[System ]

1 UEDIN{2 [39.01 1 UEDIN12

2 RWTH12 [38.66 2 RWTH12

3 KIT12 38.49 3 LIMSI;1

4 KIT11 37.65 4 KIT12

5 LIG12 36.88 5 LIG12

6 LIMSI11 [36.49 6 KIT11

7 MITLL17 |35.28 7 MITLL11

8 DFKIy1 [34.39 8 DFKI11

Double Seeded Knockout with Consolation Tournament

CONSOLATION

2

LIMSI,,

7,8
DFKI,,
KITy,
KIT,,

~ uveoin,, | [ RwTH,,

LIMSI,,

Head to Head Matches Evaluation

- Head to Head matches: Wins indicate the percentage of times that one system was judged to be better than the other. The winner of the two systems is indicated
in bold. The difference between 100 and the sum of the systems‘wins corresponds to the percentage of ties.

- Statistical significance: t indicates statistical significance at p < 0.10, I indicates statistical significance at p < 0.05, and x indicates statistical significance at p
< 0.01, according to the Approximate Randomization Test based on 10,000 iterations.

- Inter Annotator Agreement: calculated using Fleiss’ kappa coefficient.

[HtH Matches  [[% Wins [LA.A.| [HtH Matches  [[% Wins [LA.A.| [HtH Matches  [[% Wins [LAA.]

DFKI11- UEDIN12 ||DFKIq1: 22.75 0.2681| |KIT11- LIG12 KIT11: 35.00 0.3218| |DFKIy1- MITLL11 |[|DFKI171: 40.00 [0.3777
UEDIN12: 46.00* LIG12: 37.75 MITLL11: 42.50

LIG12- UEDIN]9 LIG12: 23.00 0.2871| |LIMSIy1- KITq19 LIMSIy1: 42.75 |0.2779| |KIT11- LIMSI11 KIT11: 41.25 0.4154
UEDIN12: 39.50* KIT12: 38.50 LIMSIq1: 43.50

RWTH12- LIMSI11 ||{RWTH72: 35.25 [0.2625| |[MITLL11- KIT12 MITLL171: 28.75 [0.2347| |DFKIq1- KIT11 DFKIp7: 42.25 [0.4235
LIMSIy1: 34.25 KIT12: 41.75* KIT11: 43.00

RWTH12- MITLL11 ||{RWTH12: 39.25 [0.2794| |[RWTHj2- UEDIN12 |[RWTH12: 23.50 |0.3296
MITLL17: 33.75 UEDIN12: 32.00%
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B.4. OLYMPICS MT Chinese-English Task
System Ranking

- A subset of 400 test sentences was used to carry out the subjective ranking evaluation.
- The "All systems” scores indicate the average number of times that a system was judged better then (>) or better/equal to (>) any other system.
- The "Head to head” scores indicate the number of pairwise head-to-head comparisons won by a system.

System ALL SYSTEMS System HEAD-TO-HEAD
> others ‘ > others # wins
HIT 0.3808 | 0.8642 HIT 3/3
NAIST-NICT || 0.3025 | 0.8242 NAIST-NICT 2/3
KYOTO-U || 0.2150 | 0.7242 KYOTO-U 1/3
POSTECH 0.0850 | 0.6042 POSTECH 0/3

Head to Head Matches Evaluation

- Head to Head matches: Wins indicate the percentage of times that one system was judged to be better than the other. The winner of the two systems is indicated
in bold. The difference between 100 and the sum of the systems‘wins corresponds to the percentage of ties.

- Statistical significance: t indicates statistical significance at p < 0.10, I indicates statistical significance at p < 0.05, and x indicates statistical significance at p
< 0.01, according to the Approximate Randomization Test based on 10,000 iterations.

- Inter Annotator Agreement: calculated using Fleiss’ kappa coefficient.

[HtH Matches [[% Wins [LA.A.] [HtH Matches [[% Wins [TAA]
HIT- POSTECH HIT: 47.75* 0.3881| |KYOTO-U- HIT KYOTO-U: 16.75 0.3819
POSTECH: 6.25 HIT: 37.00*
NAIST-NICT- KYOTO-U || NAIST-NICT: 32.50* |0.3251| [KYOTO-U- POSTECH KYOTO-U: 30.50* [0.3722
KYOTO-U: 17.25 POSTECH: 13.25
NAIST-NICT- HIT NAIST-NICT: 17.75 [0.3484| |NAIST-NICT- POSTECH || NAIST-NICT: 40.50* |0.3616
HIT: 29.50* POSTECH: 6.00
Dialog Adequacy

(best =5.0, ..., worst = 1.0)

The following tables show how much of the information from the input sentence was expressed in the
translation with (adequacy) and without (dialog) taking into account the context of the respective dialog.

[ OLYMPICS | MT [ Adequacy | Dialog |
MTzhEn HIT 3.17 3.42
NAIST-NICT 3.00
KYOTO-U 2.90
POSTECH 2.49
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Abstract

This paper describes our automatic speech recognition
(ASR) system for the IWSLT 2012 evaluation campaign. The
target data of the campaign is selected from the TED talks, a
collection of public speeches on a variety of topics spoken in
English. Our ASR system is based on weighted finite-state
transducers and exploits an combination of acoustic mod-
els for spontaneous speech, language models based on n-
gram and factored recurrent neural network trained with ef-
fectively selected corpora, and unsupervised topic adaptation
framework utilizing ASR results. Accordingly, the system
achieved 10.6% and 12.0% word error rate for the tst2011
and tst2012 evaluation set, respectively.

1. Introduction

This paper describes our automatic speech recognition
(ASR) system for the IWSLT 2012 evaluation campaign.

The target speech data of the ASR track of the campaign
is selected from TED talks, a collection of short presenta-
tions to an audience spoken in English. These talks are gener-
ally in spontaneous speaking style, which touch on a variety
of topics related to Technology, Entertainment and Design
(TED). Main challenges of the track are clean transcription
of spontaneous speech, detection and removal of non-words,
and talk style and topic adaptation [1].

An overview of our ASR system is depicted in Figure 1.
The core decoder of the system is based on weighted finite-
state transducers (WFSTs). It exploits two types of state-of-
the-art acoustic models (AMs) of spontaneous speech which
are integrated in lattice level. Here, n-gram language mod-
els (LMs) are trained with in-domain and effectively selected
out-of-domain corpora. Then, it employs recurrent neural
network (RNN) based LMs newly extended to incorporate
additional linguistic features. Finally, it utilizes ASR results
to adapt LMs to talk style and topic.

This paper is organized as follows. Section 2 explains the
training data and procedure of AMs in the system. Section 3
presents an overview of the data and technique used to build
and adapt our LMs. Section 4 describes decoding strategy
and experimental results.
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e — —
’I'J—>{ Combine |—>| Rescore |—> text

speech Decoder

Figure 1: Overview of the NICT ASR system for INSLT2012.

2. Acoustic Modeling
2.1. Training Corpus

To train AMs suitable for TED talks, we crawled movies
and subtitles of talks published prior to 2011 from the TED
website!. The collected 777 talks contain 204 hours audio
and 1.8 M words, excluding 19 talks of the development set
(dev2010, tst2010).

For each talk, the subtitle is aligned to the audio of the
movie because it doesn’t contain accurate time stamps of
speech segments for training phoneme-level acoustic mod-
els. We utilize SailAlign [2] to extract text-aligned speech
segments from the audio data. As shown in Figure 2, it
iterates two steps, (a) text-based alignment of ASR results
and transcriptions and (b) ASR model adaptation using text-
aligned speech segments. Here it runs with its basic setting,
using HTK and AM trained on WSJ. After two iterations, 170
hours of text-aligned speech segments (with 1.6/ words)
are defined as AM training corpus.

2.2. Training Procedure

The acoustic feature vector has 40 dimensions. We first ex-
tract 13 static MFCCs including zeroth order for each frame
(25ms width and 10ms shift) and normalize them with cep-
strum mean normalization for each talk. Then, for each
frame, we concatenate MFCCs of 9 adjacent frames (4 on
each side of the current frame) and apply transformation ma-
trix based on linear discriminant analysis (LDA) and maxi-

http://www.ted.com/
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text-level
alignment

talk
subtitle

Repeat for unaligned audio and text segments

_7/

text-aligned
speech segments

T Adapt at each iteration

Figure 2: Adaptive and iterative scheme of SailAlign [2].

mum likelihood linear transformation (MLLT) to reduce its
dimension to 40. In addition, we apply feature space MLLR
for speaker adaptive training for each talk, assuming that one
talk includes one speaker.

The acoustic models are cross-word triphone HMMs of
which units are derived from 39 phonemes. Each phoneme is
classified by its position in word (4 classes: begin, end, sin-
gleton and the others) and each vowel is further distinguished
by its accent mark (3 classes: first, second and the others).

Three types of acoustic models are developed with the
Kaldi speech recognition toolkit [3] revision 941. We first
train HMMs with GMM output probability. This model to-
tally include 6.7K states and 80K Gaussians trained with
ML estimation (SAT-ML). Then we increase the number of
Gaussian of it to 240K (other parts are not changed) and
train them with boosted MMI criterion (SAT-bMMI). We
also build HMMs with subspace GMM output probability.
This model consists of 9.1 K states, which is transformed
from the SAT-ML model (SAT-SGMM).

3. Language Modeling
3.1. Training Corpus

The IWSLT evaluation campaign defines a closed set of pub-
licly available English texts as training data of LM. We use
the in-domain corpus (transcription of TED talks) and parts
of the out-of-domain corpora (English Gigaword Fifth Edi-
tion and News Commentary v7) and pre-process the data as
follows: (1) converting non-standard words (such as CO2
or 95%) to their pronunciations (CO two, ninety five per-
cent) using a non-standard-word expansion tool® [4], and
(2) removing duplicated sentences. The statistics of the pre-
processed corpora are shown in Table 1.

The lexicon consists of the CMU Pronouncing Dictio-
nary3 v.0.7a. In addition, we extract new words (not included
in the CMU dictionary) from the preprocessed in-domain
corpora and generate their pronunciations with a WFST-
based grapheme-to-phoneme (G2P) technique [5]. The ex-
tended lexicon contains 156.3K pronunciation entries of
133.3K words which are used as the LM vocabulary with
an OOV rate of 0.8% on the dev2010 data set.

’http://festvox.org/nsw
3http://www.speech.cs.cmu.edu/cgi-bin/cmudict
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Table 1: Statistics of English LM training corpora

Corpus #sentences | #words
in-domain | TED Talks 142K | 2,402K
out-of- News Commentary 212K | 4,566 K

domain | English Gigaword 123M | 2,722M

3.2. Domain adaptation

The large out-of-domain corpora likely includes sentences
that are so unlike the domain of the TED talks. LM trained
on these unlike sentences is probably harmful. Therefore,
we adopt domain adaptation by selecting only a portion of
the out-of-domain corpus instead of using the whole.

We employ cross-entropy difference metric for domain
adaptation, which biases towards sentences that are both like
the in-domain corpus and unlike the average of the out-of-
domain corpus [6]. Each sentence s of the out-of-domain
corpus is scored as follows,

H[(S) —Ho(s), (1)

where H;(s) and Hp(s) represent cross-entropy scores ac-
cording to LM; trained on the in-domain corpus, and LMo
trained on a subset sentences randomly selected from the out-
of-domain corpus. Here, LM; and LMy are similar size.
Then the lowest-scoring sentences are selected as a subset of
out-of-domain corpus.

3.3. N-gram LM

For the in-domain and the selected out-of-domain corpora,
modified Kneser-Ney smoothed n-gram LMs (n=3,4) are
constructed using SRILM [7]. They are interpolated to form
a baseline of n-gram LMs by optimizing the perplexity of
the development data set. To apply the domain adaptation,
we empirically select 1/4 of the out-of-domain corpus with
30M sentences and 559 M words using Eq. (1).

3.4. Factored RNNLM

Recently, recurrent neural network (RNN) based LMs [8] be-
come an increasingly popular choice for LVCSR tasks due to
consistent improvements. In our system, we employ a fac-
tored RNNLM that exploits additional linguistic information,
including morphological, syntactic, or semantic. This novel
approach was proposed in our previous studies [9].

In the official run, our factored RNNLM uses two types
of features, word surface and part-of-speech tagged by GE-
NIA Tagger*. Other types of linguistic features are investi-
gated in [10]. We set the number of hidden neurons in the
hidden layer and the number of classes in the output layer to
480 and 300.

Since it is very time consuming to train factored RNNLM
on large data, we select a subset sentences of the out-of-

4http: //www.nactem.ac.uk/tsujii/software.html
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Table 2: Word error rate (WER, %) of the development sets and test sets. The results of primary run in our submission are

represented by italic characters.

Step dev2010 | tst2010 | tst2011 | tst2012
la. Boosted MMI 16.7 14.5 12.3 13.9
1b. Subspace GMM 17.3 14.9 12.9 14.2
2. System combination 16.4 13.8 12.0 13.3
3. Factored RNNLM 15.3 13.1 10.9 12.1
4. Topic adaptation 15.0 12.8 10.6 12.0
4a. Post-processing 14.8 12.6 10.9 12.1
4b. Our decoder — 10.6 12.0

domain corpus with Eq. (1) and uses it together with the in-
domain corpus for training. Finally, the training data of fac-
tored RNNLM contains 1,127 K sentences with 30M words.

3.5. Topic adaptation

The TED talks in the IWSLT test sets touch on various top-
ics without adhering to a single genre. To model each test set
better, we utilize first-pass recognition hypothesis for topic
adaptation of n-gram LMs. A problem here is that recog-
nition hypothesis includes errors that limits the adaptation
performance. To avoid negative impact of the errors in the
first-pass result, we propose a similar metric to Eq. (1), which
takes into account the recognition hypothesis and randomly
selected sentences of out-of-domain corpus. Our adaption
can be expressed as,

Hasr(s) — Ho(s). (2)

For each test set, we rank sentences of the out-of-domain
according to Eq. (2), select 1/8 of sentences with the lowest
scores, build an adapted n-gram LM based on the selected
sentences, interpolate the adapted LM with the in-domain
LM by optimizing the perplexity of the development set.
Here, the lexicon is extended to include new words appearing
more than 10 times in the selected sentences.

4. Decoding system
4.1. Decoding system

The procedure of our ASR system depicted in Figure 1 is
divided into four steps as follows:

1. Decode input speech using two sets of models,

2. Combine lattices output from the decoders,

3. Rescore n-best with factored RNNLM,

4. Adapt LMs and run through the steps above again.

First, we use WFST-based decoder to create lattice for
input speech. In the submitted system, we employ decoder
of the Kaldi toolkit for 3-gram decoding and 4-gram lattice
rescoring. Here, two types of AMs described in Section 2.2,
(a) SAT-bMMI and (b) SAT-SGMM, are employed individ-
ually, with n-gram LMs described in Section 3.3. This step
produce two lattices [, and [}, corresponding to the two AMs.
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Then, the two lattices are combined using WFST com-
pose operation as follows:

l. = compose(scale(w, l,), scale(1 — w, 1)), 3)

where scale is used to scale transition costs of WFST with
the given weight w (set to 0.5) and compose is an operation
to compute the composition of the two input WFSTs. When
the resulting lattice . is empty, [, is output instead of it. Note
that the project operation is applied to [;, before the compose
to map its output symbols on transitions to input side.

In the third step, factored RNNLM based rescoring is ap-
plied to n-best list extracted from the lattice /. (n=100). The
LM score of input ¢-th sentence s; in the n-best is calculated
as an interpolation of two kinds of LMs,

P(s;) = v x Prryn(8i) + (1 =) X Pag(si), 4

where v is a weighting factor (set to 0.5), Prryn() and
Py4() stand for scores based on factored RNN and 4-gram
LMs, respectively. Then the 1-best sentence is obtained from
the n-best scored by Eq. (4).

In the final step, n-gram LMs and lexicon are adapted to
each test set, using the topic adaptation technique described
in Section 3.5. Using 1-best results of the previous step,
training data is newly selected from out-of-domain corpora
with Eq. (2). Then the system run through the steps 1 to 3
again as a second pass decoding with the adapted LMs. Note
that the AMs and factored RNNLM are not updated here.

4.2. Evaluation Results

Table 2 shows performance of our ASR system on transcrib-
ing the development sets, dev2010 and tst2010, and the test
sets, tst2011 and tst2012. Word error rates (WERs) were
decreased by combining two lattices derived from different
types of AMs (Step 2). With respect to LMs, rescoring using
factored RNNLM significantly contributed to achieve better
performance (Step 3) and topic adaptation based on dynamic
data selection also showed improvement (Step 4). These re-
sults would appear that each of technique employed in our
system has a particular ability to improve ASR performance,
although there are some exceptional cases in talk-level as
shown in Figure 3.
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Figure 3: Talk-level WERs of the tst2011 and tst2012.

Note that the ASR results of the Step 4 are post-processed
in our test submission (Step 4a). This step shrinks repetitions
of one word or two words in word sequence. Though it helps
to decrease WER of the development sets, it results in higher
WER for the test sets.

Table 2 also shows the performance of our system when
it utilizes our own WFST-based decoder (a variant of [11])
which can compose LMs on-the-fly during decoding time
(Step 4b). The decoding process in Step 1 runs on-the-fly
4-gram decoding instead of the 4-gram rescoring after the 3-
gram decoding, and also allowed for a more efficient graph
building scheme. It achieved a reduction in computing time
and memory usage when composing the WFSTs and running
the decoder. Compared to the submitted system, it used 3%
time and 26% memory in composing and 48% time and 46%
memory in decoding.

5. Summary

In this paper, we describe our ASR system for the IWSLT
2012 evaluation campaign. The WFST-based system includ-
ing system combination in terms of state-of-the-art AMs,
factored RNNLM based rescoring, and unsupervised topic
adaptation with dynamic data selection indicated an improve-
ment in WER on transcribing the TED talks.
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Abstract

In this paper, we present the KIT systems participating in
the English-French TED Translation tasks in the framework
of the IWSLT 2012 machine translation evaluation. We
also present several additional experiments on the English-
German, English-Chinese and English-Arabic translation
pairs.

Our system is a phrase-based statistical machine transla-
tion system, extended with many additional models which
were proven to enhance the translation quality. For in-
stance, it uses the part-of-speech (POS)-based reordering,
translation and language model adaptation, bilingual lan-
guage model, word-cluster language model, discriminative
word lexica (DWL), and continuous space language model.

In addition to this, the system incorporates special steps
in the preprocessing and in the post-processing step. In
the preprocessing the noisy corpora are filtered by remov-
ing the noisy sentence pairs, whereas in the postprocessing
the agreement between a noun and its surrounding words in
the French translation is corrected based on POS tags with
morphological information.

Our system deals with speech transcription input by re-
moving case information and punctuation except periods
from the text translation model.

1. Introduction

In the IWSLT 2012 Evaluation campaign [1], we participated
in the tasks for text and speech translation for the English-
French language pair. The TED tasks consist of automatic
translation of both the manual transcripts and transcripts gen-
erated by automatic speech recognizers for talks held at the
TED conferences .

The TED talks are given in English in a large number
of different domains. Some of these talks are manually
transcribed and translated by volunteers over the globe [2].
Given these manual transcripts and a large amount of out-
of-domain data (mainly news), our ambition is to perform
optimal translation on the untranslated lectures which are
more likely from different domains. Furthermore, we strive

ttp://wuw.ted.com
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for performing as well as possible on the automatically tran-
scribed lectures.

The contribution of this work is twofold: on the one hand,
it demonstrates how the complementary manipulation of in-
domain and out-of-domain data is gainful in building more
accurate translation models. It will be shown that while the
large amount of out-of-domain data ensures wider coverage,
the limited in-domain data indeed helps to model better the
style and the genre. On the other hand, we show that using a
text translation system with a proper processing of punctua-
tion can handle the translation of automatic transcriptions to
some extent.

Compared to our last year’s system, three new compo-
nents are introduced: adaptation of the candidate selection
in the translation model (Section 5), continuous space lan-
guage model (Section 8), and part-of-speech (POS)-based
agreement correction (Section 9).

The next section briefly describes our baseline, while
Sections 3 through 9 present the different components
and extentions used by our phrase-based translation sys-
tem. These include the special preprocessing of the spo-
ken language translation (SLT) system, POS-based reorder-
ing, translation and language model adaptation, the cluster
language model, the descriminative word lexica (DWL), the
continuous space language model, and the POS-based agree-
ment correction. After that, the results of the different ex-
periments (official and additional language pair systems) are
presented and finally a conclusion ends the paper.

2. Baseline System

For the corresponding tasks, the provided parallel data con-
sist of the EPPS, NC, UN, TED and Giga corpora, whereas
the monolingual data consist of the monolingual version of
the News Commentary and the News Shuffled corpora. In
addition, the use of the Google Books Ngrams® was allowed.
We did not use the UN data and Google Books Ngrams this
year. The reason was that in several previous experiments
(not reported in this paper), they consistently had a negative
impact on the performance.

2http://ngrams.googlelabs.com/datasets

The 9th International Workshop on Spoken Language Translation
Hong Kong, December 6th-7th, 2012



A common preprocessing is applied to the raw data be-
fore performing any model training. This includes remov-
ing long sentences and sentences with length difference ex-
ceeding a certain threshold. In addition, special symbols,
dates and numbers are normalized. The first letter of ev-
ery sentence is smart-cased. Furthermore, an SVM classifier
was used to filter out the noisy sentences pairs in the Giga
English-French corpus as described in [3].

The baseline system was trained on the EPPS, TED, and
NC corpora. In addition to the French side of these corpora,
we used the provided monolingual data and the French side
of the parallel Giga corpus, for language model training. Sys-
tems were tuned and tested against the provided Dev 2010
and Test 2010 sets.

All language models used are 4-gram language mod-
els with modified Kneser-Ney smoothing, trained with the
SRILM toolkit [4]. The word alignment of the parallel cor-
pora was generated using the GIZA++ Toolkit [5] for both
directions. Afterwards, the alignments were combined us-
ing the grow-diag-final-and heuristic. The phrases were ex-
tracted using the Moses toolkit [6] and then scored by our
in-house parallel phrase scorer [7]. Phrase pair probabilities
are computed using modified Kneser-Ney smoothing as in
[8]. Word reordering is addressed using the POS-based re-
ordering model and is described in detail in Section 4. The
POS tags for the reordering model are obtained using the
TreeTagger [9]. Tuning is performed using Minimum Error
Rate Training (MERT) against the BLEU score as described
in [10]. All translations are generated using our in-house
phrase-based decoder [11].

3. Preprocessing for Speech Translation

The system translating automatic transcripts needs some spe-
cial preprocessing on the data, since generally there is no or
not reliable case information and punctuation in the automat-
ically generated transcripts. We have tried two ways to deal
with the difference on casing and punctuation between a ma-
chine translation (MT) system and a SLT system. In addition,
we also optimize the system with different development data:
simulated ASR output and original automatic speech recog-
nition (ASR) output.

In order to make the system translate the automatically
generated transcripts, the first method we have used is to
lowercase the source side of the training corpora and re-
move the punctuation except periods from the source lan-
guage. On these modified source sentences and untouched
target sentences, all models are re-trained, including align-
ments, phrase tables, reordering rules, bilingual language
model and DWL model. Therefore, we can avoid having
to build a whole MT system for the SLT task. In order to
simplify the procedure, we tried a second method where we
directly modify the source phrases in the phrase tables. We
lowercase the source phrases and remove the punctuation ex-
cept periods from the source phrases. Though there could be
duplicated phrase pairs with different scores in the phrase ta-
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ble due to this modification, during the decoding the phrase
with the best scores will be selected according to the weights.

Two ways to optimize the system are possible. The first
one is to use the manual transcripts but it requires lower cas-
ing and removal of punctuation marks. The other one is to
use the ASR single-best output released by the SLT task. The
advantage of optimizing with the manual transcripts is that
the system will be adjusted with higher quality sentences. On
the other side, optimization using ASR output makes the sys-
tem more consistent with the evaluation test data. We have
tested both methods in our experiments.

4. Word Reordering Model

Our word reordering model relies on POS tags as introduced
by [12]. Rule extraction is based on two types of input: the
Giza alignment of the parallel corpus and its corresponding
POS tags generated by the TreeTagger for the source side.

For each sequence of POS tags, where a reordering be-
tween source and target sentences is detected, a rule is gen-
erated. Its head consists of sequential source tags and its
body is the permuted POS tags of the head which match the
order of the corresponding aligned target words. After that,
the rules are scored according to their occurrence and pruned
according to a given threshold.

In our system, the reordering is performed as a prepro-
cessing step. Rules are applied to the test set and possible
reorderings are encoded in a word lattice, where the edges
are weighted according to the rule’s probability.

Finally, the decoding is performed on the resulted word
lattice. During decoding, the distance-based phrase reorder-
ing could also be applied additionally.

5. Adaptation

To achieve the best performance on the target domain, we
performed adaptation for translation models as well as lan-
guage models.

5.1. Translation Model Adaptation

In a phrase-based translation system, building the translation
consists of two steps. First, we select a set of candidate trans-
lations from the phrase table (candidate selection). In our
system, we normally take the top 10 translations for every
source phrase according to initially predefined weights. In
the second step, the best translation is built from these can-
didates using the scores from the translation model (phrase
scoring) as well as other models.

In some of our systems we also adapted the first step,
while the second step was adapted in all of our systems by
using additional scores for the phrase table.

To adapt the translation model towards the target domain,
first, a large translation model is trained on all the available
data. Then, a separate in-domain model is trained on the
in-domain data only, reusing the alignment from the large
model. The alignment is trained on the large data, because it
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seems to be more important for the alignment to be trained
on bigger corpora than being based on only in-domain data.

When we do not adapt the candidate selection, the best
translations from the general phrase table is used and only
the scores from the in-domain phrase table are taken into ac-
count. In the other case, we take the union of the phrase pairs
collected from both phrase tables. We will refer to this adap-
tation method as CSUnion in the description of the results.

The scores of the translation model are adapted to the tar-
get domain by combining the in-domain and out-of-domain
scores in a log-linear combination. The adapted translation
model uses the four scores (phrase-pair probabilities and lex-
ical scores for both directions) from the general model as
well as the two probabilities of both directions from the small
in-domain model. If the phrase pair does not occur in the in-
domain part, a default score is used instead of a relative fre-
quency. In our case, we use the lowest probability that occurs
in the phrase table.

5.2. Language Model Adaptation

For the language model, it is also important to perform an
adaptation towards the target domain. There are several word
sequences, which are quite uncommon in general, but may be
used often in the target domain.

As it is done for the translation model, the adaptation of
the language model is also achieved by a log-linear combi-
nation of different models. This also fits well into the global
log-linear model used in the translation system. Therefore,
we train a separate language model using only the in-domain
data from the TED corpus. Then it is used as an additional
language model during decoding. Optimal weights are set
during tuning by MERT.

6. Cluster Language Model

In addition to the word-based language model, we also use
a cluster language model in the log-linear combination. The
motivation is to make use of larger context information, since
there is less data sparsity when we substitute words by word
classes.

First, we cluster the words in the corpus using the MK-
CLS algorithm [13] given a number of classes. Second, we
replace the words in the corpus by their cluster IDs. Finally,
we train an n-gram language model on this corpus consisting
of cluster IDs.

Because the TED corpus is small and important for this
translation task and it exactly matches the target genre, we
trained the cluster language model only on TED corpus in
our experiments. The TED corpus is characterized by a huge
variety of topics, but the style of the different talks of the
corpus is quite similar. When translating a new talk from the
same domain, we may not find a good translation in the TED
corpus for many topic specific words. What TED corpus can
help with, however, is to generate sentences in the same style.
During decoding the cluster-based language model works as
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an additional model in the log-linear combination.

7. Discriminative Word Lexica

Mauser et al. [14] have shown that the use of DWL can
improve the translation quality. For every target word, they
trained a maximum entropy model to determine whether this
target word should be in the translated sentence or not using
one feature per one source word.

One specialty of this task is that we have a lot of paral-
lel data we can train our models on, but only a quite small
portion of these data, the TED corpus, is very important to
the translation quality. Since building the classifiers on the
whole corpus is quite time consuming, we try to train them
on the TED corpus only.

When applying DWL in our experiments, we would like
to have the same conditions for the training and test case. For
this we would need to change the score of the feature only if
a new word is added to the hypothesis. If a word is added
the second time, we do not want to change the feature value.
In order to keep track of this, additional bookkeeping would
be required. Also the other models in our translation system
will prevent us from using a word too often.

Therefore, we ignore this problem and can calculate the
score for every phrase pair before starting with the transla-
tion. This leads to the following definition of the model:

J
plelf) = _Hp(ej\f) (1

In this definition, p(e;|f) is calculated using a maximum
likelihood classifier.

Each classifier is trained independently on the parallel
training data. All sentence pairs where the target word e; oc-
curs in the target sentence are used as positive examples. We
could now use all other sentences as negative examples. But
in many of these sentences, we would anyway not generate
the target word, since there is no phrase pair that translates
any of the source words into the target word.

Therefore, we build a target vocabulary for every training
sentence. This vocabulary consists of all target side words of
phrase pairs matching a source phrase in the source part of
the training sentence. Then we use all sentence pairs where
e; is in the target vocabulary but not in the target sentences
as negative examples. This has shown to have a postive influ-
ence on the translation quality [3] and also reduces training
time.

8. Continuous Space Language Model

In recent years, different approaches to integrate a continu-
ous space models have shown significant improvements in
the translation quality of machine translation systems, e.g.
[15]. Since the long training time is the main disadvantage of
this model, we only trained it on the small, but very domain-
relevant TED corpus.
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In contrast to most other approaches, we did not use a
feed-forward neural network, but used a Restricted Bolz-
mann Machine (RBM). The main advantage of this approach
is that we can calculate the free energy of the model, which
is proportional to the language model probability, very fast.
Therefore, we are able to use the RBM-based language
model during decoding and not only in the rescoring phase.
The model is described in detail in [16].

The RBM used for the language model consists of two
layers, which are fully connected. In the input layer, for ev-
ery word position there are as many nodes as words in the
vocabulary. Since we used an 8-gram language model, there
are 8 word positions in the input layer. These nodes are con-
nected to the 32 hidden units in the hidden layer.

During decoding, we calculate the free energy of the
RBM for a given n-gram. The product of this values is then
used as an additional feature in the log-linear model of the
decoder.

9. Postprocessing for Agreement Correction

The agreement in gender and number is one of the challeng-
ing problems encountered when translating from English into
a morphologically richer language such as French. Conse-
quently, a special postprocessing was designed in order to
remedy the case where disagreements between nouns and re-
lated surrounding words exist. This post-processing is based
on the POS tags generated by LIA tagger®. In order to im-
prove the agreement features, several post-processing heuris-
tics are applied on a sentence basis, which include the cor-
rection of the grammatical number and gender of adjective,
article, possessive determiner, forms of guelque and past par-
ticiples based on their corresponding nouns.

In order to minimize spurious assignments when finding
instances of these parts of speech related to a specific noun,
strict heuristics are used: Adjectives must appear straight be-
fore or after the noun. Articles, possessive determiners and
forms of quelque have to directly precede nouns or have at
most one adjective in between. Past participles must stand
after (possibly reflexive) inflected forms of ézre that immedi-
ately follow nouns.

10. Results

In this section, we present a summary of our experiments for
all tasks we have carried out for the IWSLT 2012 evaluation.
It includes the official systems for the MT and SLT trans-
lation tasks and additional systems for other language pairs:
English-German, English-Chinese and English-Arabic trans-
lations. All the reported scores are the case-sensitive BLEU,
and calculated based on the provided Dev and Test sets.

3http://lia.univ-avignon.fr/fileadmin/documents/
Users/Intranet/chercheurs/bechet/download_fred.
html
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10.1. MT Task

Table 1 summarises how our MT system evolved. The base-
line translation model was trained on EPPS, TED, NC, and
Giga corpora. This big model was adapted with a smaller
one trained on TED data only as described in Section 5.
The language model is a log-linear combination of three lan-
guage models trained on different data sets: the French side
of the EPPS, TED, and NC corpora, the provided monolin-
gual news data (Monolingual EPPS, NC and News Shuffled),
and a smaller in-domain language model trained on TED
data. The reordering in this system was handeled as a prepro-
cessing step using POS-based rules as described in Section
4. The result of this setting was 28.5 BLEU points on Dev
and 31.73 on Test. The performance could be improved by
around 0.4 on Dev and 0.2 on Test by using a bilingual lan-
guage model (details about bilingual language model compu-
tation can be found in [17]). An additional 0.2 on both Dev
and test could be gained by using a cluster language model
where the clusters were trained on the in-domain TED data.
After that, changing the adaptation strategy by the union se-
lection discussed in Section 5 shows slight improvement of
0.1 on both Dev and Test. The effect of the DWL trained
on only the TED corpus was rather dissimilar on Dev and
Test. While it slightly improved the score on Dev (0.1) it
has a much greater effect on Test (0.5). Further small im-
provement could be observed by using a continuous space
language model: around 0.09 on both Dev and Test. Fi-
nally, by using the POS-based post-processing correction of
the agreement on the target side the score on Test could be
improved by an additional 0.06, resulting in 32.84 BLEU
points on Test. We submitted the translations of Test2011
and Test2012 generated by this final system as primary; the
translations generated by the second best system (same as the
final but without agreement corrections) as contrastive.

System Dev Test
Baseline 28.50 31.73
+Bilingual LM 28.93  31.90
+Cluster LM 29.15 32.13
+CSUnion 29.27 3221
+DWL 29.37 3270
+RBM LM 29.46 32.78
+Agreement Correction - 32.84

Table 1: Summary of experiments for the English-French
MT task

10.2. SLT Task

The baseline system of the speech translation task used al-
most the same configuration as the one for the MT task, for
which the POS-based reordering and the adaptation for both
translation and language model with TED data were added to
the baseline. The special processing we have done for SLT
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task lie in the following aspects.

In order to simplify building the system, we did not re-
train a new alignment for the SLT task, but modify the phrase
tables from the MT task to make it suitable for the SLT task.
Casing information and punctuation except periods has been
removed from the source side of the phrase table. Then we
feed this new phrase table with possibly duplicate phrase
pairs into the SLT system and let the decoder select the best
ones for a translation. For the purpose of comparison, we
also rebuild a whole new SLT system, in which the align-
ment, the phrase table and all other models are newly gen-
erated with the training data without punctuation and casing
information. However, the newly trained system is not better
than the MT system with the modified phrase table. The ex-
perimental results are presented in Table 2. large-retrain-PT
are with the newly trained phrase table on the same corpora.
large-modify-PT is the system with the modified phrase ta-
ble trained on bilingual corpora TED, NC, EPPS and Giga
corpus. We can see that the completely retraining the sys-
tem does not improve the result. It is very surprising that the
retrained system hurts the result much. One possible expla-
nation could be punctuations are very help to generate good
alignments. In order to know the reasons more clearly, more
experiments should be done in the future.

Another difference to the MT system is the the data used
to build translation model does not include the Giga corpus.
Itincludes only TED, NC and EPPS, since including the Giga
corpus could not improve the translation results in the SLT
task, as it does in the MT task. The intermediate experiments
of comparing these two training data sets are shown in Table
2. small-modify-PT is the system trained only on TED, NC
and EPPS. The systems trained on TED, NC, EPPS and Giga
are called large.

System Dev  Test(ASR)
large-retrain-PT ~ 17.14 18.92
large-modify-PT  18.67 21.08
small-modify-PT  18.93 21.84

Table 2: Intermediate experiments with different phrase ta-
bles for the English-French SLT task

Our SLT system is optimized on the modified Dev text
data by removing the punctuation except periods and lower-
casing. And we have tested the system both on modified text
test data which is with the same processing as the Dev text
data and on the ASR output of the test data. Table 3 presents
the results optimized on modified Text and ASR output, re-
spectively. The two columns marked with Test(ASR) are
comparable scores. There is no convinced evidence that on
which condition the optimization is better. In the settings of
“Baseline”, “Adaptation” and “Bilingual LM” optimizing on
ASR output gets better results. After applying all models, the
system optimized on the modified text data wins about 0.5
BLEU points. Considering the final result after adding all
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models is better and the test data from modified Text if more
reliable than the ASR output, we have chosen the system op-
timized on the modified text data as our primary system.

We present our system for the SLT task step by step in Ta-
ble 3. The bilingual language model was trained on the EPPS
corpus and all other available parallel data, whose punctua-
tion marks on the source side are all removed. The clus-
ter language model is trained on the TED corpus, where the
words are classified into 50 classes. The DWL model is also
trained on the TED corpus, but the punctuation and casing
information have been removed from the source side of the
training data.

Compared to the baseline the SLT system has improved
about 1.1 BLEU on both text and ASR test data by adding
all the models. The largest gain is about 0.5 by adding the
cluster-based language model. The domain adaptation model
has improved all scores on Deyv, text Test and ASR Test. It
especially improves the text Test by 0.5 BLEU. The bilingual
language model does not seem to contribute much to the re-
sults, except a little improvement of 0.2 on the ASR test data.
Then we add the DWL model which also improves the test
data by about 0.2 BLEU points. Finally we have carried out
the morphology agreement correction as described in Section
9, which improves around 0.1 on the test data.

This system was the system we used to translate the SLT
evaluation set for our submission. We have submitted one
primary system and three contrastive systems. The primary
system is the translation of the ASR output system! with all
models presented in Table 3. And the contrastive systems
are the translations of the ASR outputs systeml - system3
excluding the Agreement Correction model.

10.3. Additional Language Pairs
10.3.1. English-German

Several experiments were conducted for the English-German
MT track on the TED corpus. They are summarized in Ta-
ble 4. The baseline system is essentially a phrase-based
translation system with some preprocessing steps on both
source and target sides. Adapting huge parallel data from
EPPS and NC to TED translation model helps us gain 0.71
BLEU scores on the test set. Short-range reordering based
on POS information yields reasonable improvements on both
development and test sets by about 0.5 BLEU points. In
the language modeling aspect, different factors were exper-
imented with, and 4-gram POS language model using RF-
Tagger* slightly improves our system over the development
set by 0.22 BLEU points but considerably shows its impact
on test set with an improvement of 1 BLEU point. We ap-
proach our best system by adding a 9-gram cluster-based lan-
guage model where the German side corpus is grouped into
50 classes, yielding 22.61 and 22.93 BLEU points on devel-
opment and test sets, respectively.

“http://www.ims.uni-stuttgart.de/projekte/
corplex/RFTagger/
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Optimization on Text Optimization on ASR
System Dev Test Test Dev Test
(Text) (Text) (ASR) | (ASR) (ASR)

Baseline 25.37 2757 21.68 | 19.11 21.86

+ Adaptation 25.64 28.08 2190 | 1931 22.04

+ Bilingual LM 25.07 28.08 22.07 | 19.14 22.28

+ Cluster LM 25.17 2879 2257 | 1932 2240

+ DWL 25.06 28.84 22.79 | 1934 2223

+ Agreement Correction - - 22.86 | - -

Table 3: Summary of experiments for the En-Fr SLT task

System Dev Test
Baseline 20.59 20.50
+ Adaptation  21.39 21.21
+ Reordering  21.97 21.74
+POS LM 22.19  22.73
+ Cluster LM 22.61 2293

Table 4: Experiments for the English-German on TED task

In this English-German translation system, we have also
tried some other models such as using DWL, long-range re-
ordering, bilingual language model as well as external mono-
lingual language models but we do not gain noticeable im-
provements. Moreover, some experiments on tree-based re-
ordering, which we believe helpful in this language pair, has
been reserved for further considerations due to the limited
time.

10.3.2. English-Chinese

With the bilingual data released by the TED Task of IWSLT
2012 we have developed an English-Chinese translation sys-
tem. As it is an initial system for this new translation direc-
tion, we have made the main effort on data processing and
preprocessing.

There are three corpora that could be used: the
TED bilingual sentence-aligned corpus, the UN bilin-
gual document-aligned corpus and the monolingual Google
Ngrams corpus. In our system we have used the TED corpus
to train the translation model and trained a language model
on TED, UN and Google Ngrams. In addition we classify
the Google Ngram corpus with its year information, such as
google1980 is the ngrams from 1980-1989, and train a lan-
guage model separately on each class. Our experience has
shown that google1980 has contributed the most to the im-
provement, even more than the whole Google Ngram corpus.

In constrast to European languages, there are no spaces
between Chinese words. Therefore, in the preprocessing of
English-Chinese translation we need to decide on whether to
segment Chinese into words, or to segment it into charac-
ters. We have tried both in our experiments. For the Chi-
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nese word segmentation we have made use of the Stanford
Chinese word segmenter®. For the Chinese character seg-
mentation we have simply inserted a space between neighbor
Chinese characters. Then we have trained two systems: one
based on Chinese words, the other based on Chinese charac-
ters. Table 5 shows the results from the two systems. Since
the evaluation scores on Chinese words (Test(Word)) and
on Chinese character (Test(Cha.)) are not comparable to
each other, we segment the translation hypothesis on words
into Chinese characters. Then the scores at the two columns
Test(Cha.) are comparable. We can see that the system
trained on characters is usually better than the system on
words.

In Table 5 we present the steps which achieve improve-
ment. The baseline system is trained only on the TED cor-
pus (both for translation model and language model). By
adding all possible language models and a reordering model,
the BLEU score on test data has gained 0.2 points in total.
Most improvements come from the larger language model.
It seems that the current reordering model does not work
quite well for the English-Chinese translation. Further anal-
ysis and work need to be done on the reordering model.

System on characters on words
Dev Test Test Test
(Cha.) (Cha.) | (Cha.) (Word)
Baseline(4gram LM) 14.37 17.26 | 16.69 9.92
8gram LM 14.48 17.28 | 17.08 10.03
+ 4gram UN LM 14.61 1738 | 16.80 9.99
+ POS Reordering 1469 1728 | 17.32 10.23
+ Sgram googlel1980  14.73  17.47 | 16.82 9.84

Table 5: Translation results for English-Chinese

The other models that we have tried, but have not given
improvement to the system, include sentence-aligned extrac-
tion from the UN corpus and long-range reordering as de-
scribed in [18].

Shttp://nlp.stanford.edu/software/segmenter.
shtml
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10.3.3. English-Arabic

The parallel data provided for this direction was from TED
and UN. As for the English-Chinese direction (presented in
Section 10.3.2), greater effort was devoted to the data prepro-
cessing. The preprocessing for the English side is identical to
the one used in the English-French system of the MT Task.
Some of these preprocessing operations, such as long pair
removal, were also applied to the Arabic side. In addition to
that, the Arabic side was further orthographically transliter-
ated using Buckwalter transliteration [19]. Tokenization and
POS tagging were performed by the AMIRA toolkit [20].
The resulting translation is converted back to Arabic script-
ing before evaluation.

Table 6 presents some initial experiments for the English-
Arabic pair. The baseline system uses only TED data for
translation and language modeling. This gave a score of
13.12 on Dev and 8.05 on Test. This system was remarkably
enhanced by introducing the short range reordering rules.
The scores were improved by about 0.3 on Dev and 0.2 on
Test. Adding monolingual data from the UN corpus had a
great impact on the score on Dev (improved by 0.6), whereas
it has a much lower effect on Test (improves by 0.1 only).
In this last setting, three language models were log-linearly
combined: one trained on TED data, one trained on UN data,
and another one trained on both. Since the UN corpus was
provided as raw data (no sentence alignment was performed
before), we selected a sub-corpus of documents consisting
of exactly the same number of sentences. This resulted in
around 500K additional parallel sentences. The line SubUN
parallel in Table 6 shows that these data had almost no effect
on the system’s performance. It increased the score on Dev
by 0.02 and by 0.07 on Test. However, using the first transla-
tion model (trained on TED only) as indomain model to adapt
the last setting shows slightly better improvements (around
0.1 on Dev and Test). Using a bilingual language model
rather harmed the system on Dev by around -0.1 but im-
proved the score on Test by 0.06. We choose to include this
model because combined with the cluster language model it
could improve our system by around 0.2 on Dev and Test
wheras none of these models alone could outperform this
score (some of these experiments are not reported here).

System Dev  Test
Baseline 13.12  8.05
+ POS Reordering 13.46 8.23
+ Language models 14.08 8.32
+ SubUN parallel 14.10 8.39
+ TM Adapt 14.24  8.46
+ Bilingual LM 14.15 8.52
+ Cluster LM 14.28 8.63

Table 6: Experiments for the English-Arabic
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11. Conclusions

In this paper, we presented the systems with which we par-
ticipated in the TED tasks in both speech translation and
text translation from English into French in the IWSLT 2012
Evaluation campaign. Our phrase-based machine translation
system was extended with different models.

For the official language pair, even though we were au-
thorized to use the UN parallel corpus and the monolingual
Google Books Ngrams, these data had always a negative im-
pact on our system’s quality. More experiments should be
carried out to extract some useful parts of these large data.

The successful application of different supplementary
models trained exclusively on TED data (cluster language
model, DWL, and continuous space language model) shows
the usefulness and importance of in-domain data for such
tasks, regardless of their small size.

The large amount of data used to train the different mod-
els integrated in our statistical system could not compen-
sate for the ambiguity of translating into a morphologically
richer language. Therefore, applying very simple and limited
heuristics based on the target language grammar gave small
but consistent improvments using the POS-based agreement
correction.

We also presented experiments with several additional
pairs. Namely, from English into one of the languages Ger-
man, Chinese, or Arabic.

The use of additional bilingual corpora on adapting trans-
lation models as well as more complicated features from dif-
ferent language models led to expected performance in the
English-German translation system. The effects of other
techniques, e.g. long-range reordering or discriminative
word alignment (DWA), were less obvious, mainly coming
from the characteristics of the TED data.

In case of English-Chinese, we have found that the sys-
tem based on Chinese characters works better than the sys-
tem based on Chinese words. The BLEU score calculated
on Chinese characters and Chinese words are also different:
the BLEU score on character is about 17 while evaluation on
the words the score is around 10. In addition we found that
the current reordering model does not help much on this lan-
guage pair. Further work needs to be done in this field in the
future.

Due to the limited amount of data, the English-Arabic
system performed relatively poorly. Furthermore, it showed
eventual discrepency between Dev and Test data. Here again,
as mentioned before, the UN data were not helpful.
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Abstract

This paper describes the University of Edinburgh (UEDIN)
systems for the IWSLT 2012 Evaluation. We participated in
the ASR (English), MT (English-French, German-English)
and SLT (English-French) tracks.

1. Introduction

We report on experiments carried out for the development
of automatic speech recognition (ASR), machine translation
(MT) and spoken language translation (SLT) systems on the
datasets of the International Workshop on Spoken Language
Translation (IWSLT) 2012. Details about the evaluation
campaign and the different evaluation tracks can be found
in [1].

For the ASR track, we focused on the use of adaptive tan-
dem features derived from deep neural networks, trained on
both in-domain data from TED talks [2], and out-of-domain
data from a corpus of meetings.

Our experiments for the MT track compare approaches
to data filtering and phrase table adaptation and focus on
adaptation by adding sparse lexicalised features. We explore
different tuning setups on in-domain and mixed-domain sys-
tems.

For the SLT track, we carried out experiments with a
punctuation insertion system as an intermediate step between
speech recognition and machine translation, focussing on
pre- and post-processing steps and comparing different tun-
ing sets.

2. Automatic Speech Recognition (ASR)

In this section we describe the 2012 UEDIN system for the
TED English transcription task. In summary, the system is
an HMM-GMM system trained on TED talks available on-
line, using tandem features derived from deep neural net-
works (DNNs). We were able to obtain benefits by including
out-of-domain neural network features trained on a corpus of
multi-party meetings. For recognition, a two-pass decoding
architecture was used.
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2.1. Acoustic modelling

Our core acoustic model training set was derived from 813
TED talks dating prior to the end of 2010. The recordings
were automatically segmented, giving a total of 153 hours of
speech. Each segment was matched to a portion of the man-
ual transcriptions for the relevant talk using a lightly super-
vised technique described in [3]. For this purpose, we used
existing acoustic models trained on multiparty meetings.

Three-state left-to-right HMMs were trained on features
derived from the aligned TED data using a flat start initiali-
sation. During the training process, a further re-alignment of
the training segments and transcriptions was carried out, fol-
lowing which around 143 hours of speech remained for the
final estimation of state-clustered cross-word triphone mod-
els. The resulting models contained approximately 3,000 tied
states, with 16 Gaussians per state. Recognition was per-
formed using HTK’s HDecode. The first pass recognition
transcription was used to estimate a set of CMLLR trans-
forms [4] for each talk, using a regression class tree with 32
leaf-nodes, which were used to adapt the models for a second
decoding pass.

The acoustic features used in the baseline system were
13-dimensional PLP features with first, second and third or-
der differential coefficients, projected to 39 dimensions using
an HLDA transform. To obtain acoustic features for the fi-
nal system, we carried out experiments on the use of acoustic
features derived from neural networks in the tandem frame-
work [5]. Following our successful experience in [6], we in-
vestigated the use of features derived from networks trained
on out-of-domain data using the Multi-layer Adaptive Net-
works (MLAN) architecture. In MLAN, tandem features are
generated from in-domain data using neural network weights
trained on out-of-domain data, and concatenated with in-
domain PLP features and derivatives. A second, adaptive
neural network is trained on these features. The final MLAN
features used for HMM training and as input to the recog-
niser are obtained by concatenating posteriors from this sec-
ond network with the original PLPs, projected with an HLDA
transform. Figure 1 contrasts the MLAN process with the
more standard use of out-of-domain posterior features. The
procedure is described in more detail in [6].

In the experiments presented here, HMMs were trained
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Figure 1: Multi-Level Adaptive Network (MLAN) architec-
ture

on three sets of features:

e [n-domain tandem features derived from four-layer
deep neural networks (DNN) trained on the TED
PLP features using monophone targets fixed by forced
alignment with the baseline PLP models

e QOut-of-domain features generated from Stacked Bot-
tleneck networks trained on 120 hours of multi-party
meetings from the AMI corpus using the setup de-
scribed in [7]. Note that in general this domain is not
well-matched to the TED domain'

e MLAN features obtained from four-layer DNNs
trained on the AMI neural network features, concate-
nated with in-domain PLP features, again using mono-
phone targets

The HMMs were trained using the tandem framework: the
various neural network features were projected to 30 dimen-
sions’ and augmented with in-domain PLP features, pro-
jected from 52 to 39 dimensions with an HLDA transform,
giving a total feature vector dimension of 69 in all three
cases.

In the initial experiments, the HMMSs were trained with
maximume-likelihood training only. For the final system, we
additionally employed speaker-adaptive training (SAT) [4]
and MPE discriminative training [8]. When adaptation trans-
forms were applied to the tandem features, the neural net-
work and PLP features were adapted independently, using
block diagonal (39x39 and 30x30) transforms.

I'Standard HMM s trained on the AMI corpus, adapted using CMLLR to
the test data, gave WER of 32.0% and 30.7% on the dev2010 and tst2010
sets respectively

2Except for the AMI bottleneck features, which were obtained from a
30-dimensional bottleneck with no further projection
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Corpus Word count
IWSLT12.TALK train.en (in-domain) 2.4M
Europarl v7 54M
News commentary v7 4.4M
News crawl 2007 24.4M
News crawl 2008 23.1M
News crawl 2009 23.4M
News crawl 2010 23.9M
News crawl 2011 47.3M
Total 202.9M

Table 1: LM training data sizes.

2.2. Language modelling

The language models used for the ASR evaluation were ob-
tained by interpolating individual modified Kneser-Ney dis-
counted LMs trained on the small in-domain corpus of TED
transcripts and the larger out-of-domain sources. The out-of-
domain sources were europarl (v7), news commentary (v7)
and news crawl data from 2007 to 2011. A random 1M sen-
tence subset of each of news crawl 2007-2010 was used, in-
stead of the entire available data, for quicker processing. The
size of the resulting LM training data is shown in Table 1.
The LMs were estimated using the SRILM toolkit [9]. The
interpolated LMs had a perplexity of 160 (for 3-gram) and
159 (for 4-gram) on the combined dev2010 and tst2010 data.
The optimal interpolation weights for both the 3-gram and
4-gram LMs were roughly 0.64 for the in-domain LM and
between 0.02 and 0.06 for the different out-of-domain mod-
els. The vocabulary was fixed at 60,000 words.

We also carried out experiments using a language model
built for the 2009 NIST Rich Transcription evaluation
(RT09). This model was trained on a range of data sources,
including corpora of conversational speech and meetings —
see [7] for details. The vocabulary for this model was fixed
at 50,000.

2.3. Results

We firstly carried out experiments on the dev2010 and
tst2010 development data sets, using the NIST scoring
toolkit to measure word error rate (WER). Our system mod-
els the initials in acronyms such as U.S., U.K. etc as individ-
ual words — for internal consistency, the development results
here do not apply the automatic contraction of initials, which
would result in an approximate 0.3% drop in WER below the
figures shown. (Our final evaluation system, however, does
include this correction).

Table 2 shows results of a two-pass speaker-adaptive sys-
tem using the LM built for the IWSLT evaluation. All fig-
ures use a trigram LM except for the final row in the table.
The results compare the use of different tandem features, and
confirm our earlier findings that the MLAN technique is an
effective method of domain adaptation, even when the do-
mains are not particularly well matched. The use of SAT and
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System dev2010  tst2010
PLP + HLDA 26.7 24.9
TED tandem 21.3 20.3
AMI tandem 22.8 20.7
MLAN 20.5 18.7
+ SAT + MPE 18.5 16.4
+ 4gram LM 18.3 16.3

Table 2: Development set results (WER/%).

System WER
MLAN 15.1
+ SAT + MPE | 12.8
+ 4gram LM 12.4

Table 3: Results of MLAN systems on the 7512011 test set

MPE training yields further improvements on the best feature
set.

Somewhat unexpectedly, we found the RT09 LM to be
more effective than the LM including in-domain data, with
the best acoustic models achieving WER of 17.8% and
15.4% on dev2010 and tst2010 respectively. An interpola-
tion of the two language models was found to yield even bet-
ter performance, however, with WER of 17.1% and 14.7%
respectively.

Finally, Table 3 shows results of selected acoustic models
on the tst2011 test set, using our IWSLT language model. On
the 2012 test data, the final system (MLAN + SAT + MPE +
4gram) achieved a WER of 14.4%.

3. Machine Translation (MT)

In this section we describe our machine translation systems
for two language pairs of the MT track, English-French (en-
fr) and German-English (de-en). We compare approaches
to data filtering, phrase table adaptation and adaptation by
adding sparse lexicalised features tuned on in-domain data,
with different tuning setups.

3.1. Baseline SMT systems

Table 4 lists the available parallel and monolingual in-
domain and out-of-domain training data. We built baseline
systems with the Moses toolkit [10] on in-domain data (TED
talks) as shown in tables 5 and 6 (labelled IN-PB and IN-HR)
and further on in-domain data plus parallel out-of-domain
data as shown in table 7 (labelled IN+OUT-PB). Parallel out-
of-domain data consists of the Europarl, News Commentary
and MultiUN corpora® for both language pairs and for en-fr
also the French-English 10 corpus from WMT2012. The
language models are 5-gram models with modified Kneser-
Ney smoothing. Additional experiments were run with
monolingual language model data from the Gigaword cor-

3For en-fr, this is the section from the year 2000 only, while for de-en it
comprises the sections from 2000-2009.
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Figure 2: In-domain (IN) and mixed-domain (IN+OUT)
models with three tuning schemes for tuning sparse feature
weights: direct tuning, jackknife tuning and retuning.

IN | IN ouT
[ training ) (_training )
[ in-domain | ‘mixed-domain“
model L model

(direct tuning) (jackknife tuning) retuning ) (direct tuning)

(core weights) (core weights) (core weights) (core weights)

+ +

sparse meta-feature sparse
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weight: feature weights

weights

pus (French Gigaword Second Edition, English Gigaword
Fifth Edition) and News Crawl corpora from WMT2012, as
marked in the results tables.

For the German-English systems we applied compound
splitting [11] and syntactic pre-ordering [12] on the source
side. As optimizers we used MERT as implemented in the
current version of Moses and a modified version of the MIRA
implementation in Moses as described in [13]. The language
models were trained with the SRILM toolkit [9] and Kneser-
Ney discounting. They were trained separately for each do-
main and subdomain (e.g. news data from different years)
and linearly interpolated on the in-domain development set.
Reported BLEU scores are case-insensitive and were com-
puted using the mteval-v11b.pl script.

Hierarchical systems were only trained on in-domain
data and lagged behind phrasebased performance by 0.7
BLEU for en-fr and 0.6 BLEU for de-en. Therefore, for all
following systems we limited ourselves to phrasebased sys-
tems.

Table 4: Word counts of in-domain and out-of-domain data.

| Parallel corpus ‘ en-fr | deen |
TED (in-domain) 24M/2.5M | 2.1M/2.2M
Europarl v7 50M/53M 45M/48M
News Commentary v7 3.0M/3.4M | 3.5M/3.4M
MultiUN 316M/354M | 5.5M/5.7M
10 corpus 576M/672M n/a

| Monolingual corpus | fr ‘ en ‘
TED (in-domain) 2.5M 2.4M
Europarl v7 55M 54M
News Commentary v7 4.2M 4.5M
News Crawl 2007-2011 512M 2.3G
Gigaword 820.6M 4.1G
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3.2. Extensions

We experimented with several adaptation and tuning meth-
ods on top of our IN and IN+OUT baselines. One is the data
selection method described in [14], using bilingual cross-
entropy difference to select sentence pairs that are similar to
the in-domain data and dissimilar to the out-of-domain data.
We tried different filtering setups, selecting 10%, 20% and
50% of the parallel out-of-domain data. We also used the fil-
tered target sides of the parallel data for building language
models. Another approach is described in [15] (labelled
x+yE there and in+outE here) and modifies the IN+OUT
phrase tables by replacing all scores of phrase pairs found
in the in-domain data by the values estimated on in-domain
data only. The idea is to use the out-of-domain data only to
provide additional phrases, i.e. to ignore counts from out-
of-domain data whenever a phrase pair was seen in the in-
domain data.

Table 5: English-French in-domain (IN) systems trained with
MERT (PB=phrasebased, HR=hierarchical), length ratio in
brackets.

‘ System ‘ test2010 ‘
IN-PB | 29.58 (0.966)
IN-HR | 28.94 (0.970)

Table 6: German-English in-domain (IN) systems
trained with MERT (PB=phrasebased, HR=hierarchical,
PRE=preordering), length ratio in brackets.

| System | test2010 |
IN-PB (CS) 28.26 (0.999)
IN-PB (PRE) 28.04 (0.996)
IN-PB (CS + PRE) | 28.54 (0.995)

IN-HR (CS + PRE)
IN-PB (CS + PRE)
min=max=5

27.88 (0.983)

28.54 (0.995)

+ max=50 28.57 (0.999)
+ max=100 28.60 (0.990)
+ max=50, min=10 | 28.65 (0.991)

We tried several different approaches in order to specifi-
cally adapt the phrase pair choice to the style and vocabulary
of TED talks. First, we added sparse word pair and phrase
pair features on top of the in-domain translation systems and
tuned them discriminatively with the MIRA algorithm. Word
pair features are indicators of aligned pairs of a source and a
target word, phrase pair features are indicators of a particular
phrase pair used in a translation hypothesis and depend on
the decoder segmentation of the source sentence. The values
of these features in a translation hypothesis are counts of the
number of times a word or phrase pair occurs in the current
translation hypothesis. These sparse features are meant to
capture preferred word and phrase choices in the in-domain
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data and therefore provide a bias for the translation model
towards in-domain style and vocabulary. An example of a
phrase pair feature is pp_a,language~une,langue=1.

In the standard setup, sparse features were tuned on a
small development set (dev2010), but we also used an alter-
native setup where they were tuned on the entire in-domain
data, using 10 jackknife systems each trained on 1% of the
data and leaving out one fold for translation (the jackknife
systems were run in parallel just like in normal parallelized
discriminative tuning). We refer to the latter setup as word
pairs (JK) and phrase pairs (JK). For the systems built
from in-domain and out-of-domain data (mixed-domain) we
trained the sparse features on the development set as before.
But since training with the jackknife setup would be rather
time-consuming with the larger data sets, we reused the fea-
tures trained on the in-domain data instead. In order to bring
them on the right scale for the larger models, we ran a retun-
ing step where jackknife-tuned features are treated as an ad-
ditional component in the log-linear translation model. Run-
ning MERT on this extended model, we tuned a global meta-
feature weight which is applied to all sparse features during
decoding. Figure 2 gives an overview of all tuning setups
involving sparse features on top of in-domain and mixed-
domain models (direct tuning refers to sparse feature tuning
on a development set). This is described in more detail in
[13].

Table 7: English-French and German-English mixed-domain
(IN + OUT) systems trained with MERT, PB=phrasebased.

System test2010
en-fr de-en
IN-PB 29.58 28.54
IN+OUT-PB 31.67 28.39
+ only in-domain LM 30.97 28.61
+ gigaword + newscrawl 31.96 30.26
IN-PB
+10% OUT 3230 29.29
+20% OUT 3245 29.11
+50% OUT 3232 28.68
best + gigaword + newscrawl | 32.93  31.06
in+outk 32.19  29.59
+ only in-domain LM 30.89 29.36
+ gigaword + newscrawl 32,72 31.30

3.3. Results

In this section we compare results of the different data and
tuning setups. Unless stated otherwise, the systems were
tuned on the dev2010 set and evaluated on the test2010 set.
Table 5 shows the English-French systems and table 6
shows the German-English systems trained on in-domain
(IN) data only. In both cases the phrase-based model outper-
formed the hierarchical model. For German-English, the best
baseline system used both compound splitting and syntactic
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Table 8: German-English and English-French extensions of
in-domain systems with sparse word pair and phrase pair
Seatures.

System test2010
en-fr  de-en
IN-PB, MERT 29.58 28.54
IN-PB, MIRA 30.28 28.31
+ word pairs 30.36 28.45
+ phrase pairs 30.62 28.40
+ word pairs (JK) 30.80 28.78
+ phrase pairs (JK) | 30.77 28.61

pre-ordering. We tried different settings for the compound
splitter, adjusting the minimum and maximum word counts.
The min-counts avoids splitting into rare words, the max-
count avoids splitting frequent words. The results indicate
that changing the default values can yield a slight increase in
performance.

Table 7 shows the mixed-domain systems (in-domain
(IN) + out-of-domain data (OUT)) for both language pairs.
The IN+OUT-PB baselines used the parallel data and the re-
spective language model data. For en-fr, using additional
out-of-domain data for the language model is better than us-
ing the in-domain LM alone (+0.7), but adding the newscrawl
and gigaword data yields only a small further improvement
(+0.3). For de-en, the IN+OUT-PB baseline is worse than the
IN-PB baseline and improves when using only the in-domain
LM. This indicates that the parallel OUT data is very dissim-
ilar to the TED data for this language pair. However, adding
newscrawl and gigaword data yields a larger improvement of
1.9 BLEU. The next block shows results of the data filtering
approach and confirms the tendency from above. The de-en
system profits from using only 10% of the OUT data (+0.9
BLEU) and adding more language model data yields an addi-
tional +1.8 BLEU. The en-fr system also benefits from using
only part of the OUT data (+0.8 BLEU), in this case 20%,
but only improves by 0.5 BLEU with additional LM data.
The last block shows results of the in+outE approach, which
uses the IN+OUT table but with scores from the IN table for
all phrase pairs that were seen in the in-domain corpus. The
results of this approach are comparable to the data selection
method (a bit worse for en-fr and a bit better for de-en), but
the advantage is that no data is thrown away and there is no
need to tune a threshold for data selection.

Table 8 shows extensions of the in-domain systems for
both language pairs. For en-fr, using MIRA to train the base-
line system instead of MERT yields a gain of +0.7 BLEU and
adding sparse word pair and phrase pair features adds a fur-
ther 0.2 and 0.3 BLEU. We get the best performance by tun-
ing the sparse features with the jackknife method, i.e. on all
in-domain training data, yielding +1.2 over the MERT base-
line. For de-en, the MIRA baseline is slightly worse than
the MERT baseline, but adding sparse features on top of it
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has a similar positive effect. One thing to note is that the
best weights during MIRA training were selected according
to the test2010 set, so the results have to be considered opti-
mistic when evaluating on test2010%, while for evaluation on
test2011 and test2012 we had distinct dev, devtest and test
sets.

Table 9 shows combinations of the systems described in
tables 7 and 8 for both language pairs. In the first block,
we trained sparse features on a development set on top of
the IN+OUT systems with data selection (10% for de-en and
20% for en-fr). In the second block, we applied a retuning
step to integrate the sparse features trained on jackknife sys-
tems into the IN+OUT systems with data selection (see figure
2 for clarification). MERT results for test2010 are averaged
over three runs, and the best of these three systems was used
to translate test2011. For both language pairs we see im-
provements over the baselines with both methods of training
sparse features (direct tuning and retuning) and we selected
the best performing system on test2010 for submission (high-
lighted in grey). Evaluation on test2011 shows, however, that
some of the contrastive systems (other systems from this ta-
ble) perform better on this test set. The best performing sys-
tems on test2010 yield the following scores on test2011: for
en-fr, 39.95 BLEU w/o additional LM data and 40.44 BLEU
with additional newscrawl and gigaword data, and for de-en,
33.31 BLEU w/o additional LM data and 36.03 BLEU with
additional gigaword and newscrawl data.

The systems used for our submissions did not include
the additional monolingual data, which add an additional 0.5
BLEU for en-fr and 2.7 BLEU for de-en. As mentioned
above, our en-fr system includes only one portion of the mul-
tiUN data (from the year 2000) instead of all data from years
2000-2009.

4. Spoken Language Translation (SLT)

Our SLT system takes the output of an ASR system, applies
several transformational steps and then translates the output
to French, using one of our English—French systems from
section 3. We compare different preprocessing and tuning
setups and show results on the outputs of four different ASR
systems.

The transformations between ASR output and MT input
are a pipeline consisting of three steps.

1. preprocessing of ASR output (number conversion)

2. punctuation insertion by translation from English w/o
punctuation to English with punctuation

3. postprocessing (punctuation correction)

In the proprocessing step, we convert numbers that are
represented in a systematically different way compared to the

4Though past experiments have suggested that choosing the weights on
the development set instead does no make much difference.
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Table 9: German-English and English-French extensions of mixed-domain systems with sparse features. Grey cells mark systems
used for submissions. Results of MERT-tuned systems for test2010 are averages over three runs of which the best was chosen for

translating test2011.

System en-fr de-en
test2010  test2011 | test2010  test2011

IN-PB + 10%/20% OUT, MIRA 33.22 40.02 28.90 34.03
+ word pairs 33.59 39.95 28.93 33.88
+ phrase pairs 33.44 40.02 29.13 33.99
IN-PB + 10%/20% OUT, MERT 32.32 39.36 29.13 33.29
+ retune(word pairs JK) 32.90 40.31 29.58 33.31
+ retune(phrase pairs JK) 32.69 39.32 29.38 33.23
Submission system (grey)

+ gigaword + newscrawl 33.98 40.44 31.28 36.03

MT input data (details below). The punctuation insertion sys-
tem is a standard MT translation system and is similar to the
FullPunct-PPMT setup described in [16]. It was trained with
the Moses toolkit [10] on 141M parallel sentences from the
TED corpus, where the source side consists of transcribed
speech and the target side consists of the source side of the
parallel MT data. Source and target TED talks were first
mapped according to talkids and then sentence-aligned. All
speaker information was removed from the data.

Table 10 shows several variants of the punctuation in-
sertion system. The evaluation metric is BLEU with re-
spect to the MT source texts, because the punctuation inser-
tion systems tries to ’translate’ ASR outputs into MT inputs.
Baselinel refers to the training data of 141M parallel sen-
tences, baseline2 used this data plus a duplicate of it where
all but the sentence-final punctuation was removed. The idea
was to avoid excessive insertion of punctuation by provid-
ing the system with both alternatives (the same phrases with
and without punctuation), but this did not yield better results
when combined with the original casing (w/o truecasing). To
avoid introducing noise during decoding, we restricted the
system to monotone decoding. Truecasing is usually use-
ful to reduce data sparseness, but for punctuation insertion it
turned out to be better to keep the original case information
in order to avoid inserting sentence-initial punctuation. We
also tried removing all quotes from the training data since
predicting opening and closing quotes is more difficult than
predicting other kinds of punctuation, but this did not yield
improvements. In a first step we only converted year num-
bers with regular expressions, for example

e nineteen thirty two — 1932
e two thousand and nine — 2009

e nineteen nineties — 1990s

Even though there is no strict convention of number rep-
resentation in MT data, we also tried converting more types
of numbers like
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e one hundred seventy four — 174
e a hundred and twenty — 120

e twenty sixth — 26th

which yielded some additional improvements. Postpro-
cessing of punctuation insertions removes punctuation from
the beginning of the sentence (where it is sometimes er-
roneously inserted), inserts final periods when there is no
sentence-final punctuation and tries to make quotation marks
more consistent (by removing single quotation marks or in-
serting additional ones).

Table 10: Variants of punctuation insertion systems (evalua-
tion set: test2010).

] Punctuation Insertion System \ BLEU(MT source) ‘

baseline 1 83.92
+ monotone decoding 84.01
+ w/o truecasing 84.49

+ w/o quotes 84.02

+ more number conversion 84.80
baseline 2 83.99
+ monotone decoding 84.04
+ w/o truecasing 83.76

We experimented with different tuning sets for the punc-
tuation insertion system. The source side is one of de-
vtest2010 ASR transcript, a concatenation of the dev2010
and test2010 ASR transcripts and a concatenation of the
dev2010 and test2010 ASR outputs (all number-converted).
The target side is the English side of the MT dev2010 set.
Table 11 at the top shows the BLEU score with respect to
the MT source of the raw ASR 2010 transcript and with
number conversion. Next is the performance of the system
that was tuned on dev2010 ASR transcripts. The number-
converted ASR transcript improves by over 13 BLEU points
when running it through the punctuation insertion system.
As expected, there is a large gap between the quality of ASR
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Table 12: ASR outputs (English) — French. The punctuation insertion system used for test2010 was trained on ASR transcripts,

the system used for test2011/test2012 on ASR outputs.

‘ SLT pipeline + MT System ‘ BLEUMMT source) ‘ BLEU(MT target) ‘ Oracle
test2010 ASR transcript 85.17 30.54 33.98
test2010 ASR output UEDIN 61.82 22.89 33.98
test2011 ASR output system0 67.40 27.37 40.44
test2011 ASR output system1 65.73 27.47 40.44
test2011 ASR output system?2 65.82 27.48 40.44
test2011 ASR output UEDIN 63.35 26.83 40.44
test2012 ASR output systemO 70.73 n/a n/a
test2012 ASR output system1 67.90 n/a n/a
test2012 ASR output system?2 66.82 n/a n/a
test2012 ASR output UEDIN 63.74 n/a n/a

Table 11: Punctuation insertion + postprocessing with vary-
ing tuning and evaluation sets.

] Baselines w/o punctuation insertion \ BLEUMT source) ‘
test2010 ASR transcript 70.79
+ number conversion 71.37

] Punctuation Insertion System \ BLEU(MT source) ‘
Tune: dev2010 ASR transcript
test2010 ASR transcript 84.80
+ postpr. 85.17
test2010 ASR output 61.65
+ postpr. 61.82
test2011 ASR output 62.04
+ postpr. 62.39
Tune: dev2010+tst2010 ASR transcripts
test2011 ASR output + postpr. 63.03
Tune: dev2010+tst2010 ASR outputs
test2011 ASR output + postpr. 63.35

transcripts vs. ASR outputs, but for all data sets the post-
processing step improves the quality. Thus, we can see that
each step in the SLT pipeline improves the quality of the final
output. The next two blocks show the quality of the test2011
system when the punctuation insertion system is tuned on
a combination of the dev2010 and test2010 sets, both ASR
transcripts and ASR outputs. Using more tuning data gains
another 0.6 BLEU points and using real ASR outputs a fur-
ther 0.3 BLEU improvement.

Table 12 shows the results of the complete SLT pipeline
for test2010 and test2011 (the MT references for test2012
were not available at the time of writing). Before the trans-
lation step there is a large gap of more than 23 BLEU points
between the ASR transcript and output, which mirrors the
recognition errors. This results in a gap of more than 7
BLEU points after translation to French. The translation of
the test2010 ASR transcript is 3.5 BLEU points below the
translation of the real MT source set which is shown as the
oracle (translation with perfect inputs). The MT sytem used
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for translation of the ASR output was the highlighted en-fr
system from table 9, but here we are showing the results of
translation systems with additional newscrawl and giga data
(the difference was below 0.2 BLEU for the test2011 sets).
Translating the test2010 set to English yields a BLEU score
of 22.89. This could be improved by using ASR output of the
dev2010 for tuning the punctuation system. For the test2011
set, there is gap of 4 BLEU points between the processed
ASR outputs of the UEDIN system and the highest-ranking
system (system0), measured against the MT source file. The
BLEU score difference of the translations is only about 0.5
though, with system0 yielding a translation BLEU score of
27.37. Even though system0 yields the best BLEU score on
the MT input file (67.40), system1 and system?2 yield the best
translation scores of the four systems, with 27.47 and 27.48
BLEU.

5. Conclusion

We presented our results for the ASR, MT and SLT tasks of
the IWSLT 2012 Evaluation.

Our best ASR system for the TED task achieved scores
of 12.4% on the 2011 test data set and 14.4% on the 2012
set. We found that the MLAN scheme for incorporating out-
of-domain information using neural network features was ef-
fective in reducing WER compared to our standard tandem
system.

Our largest MT systems yield BLEU scores of 40.44 for
English-French and 36.03 for German-English on test2011.
The data selection and phrase table adaptation methods
showed comparable improvements over the mixed-domain
baselines and we saw gains by adding sparse lexicalised fea-
tures tuned on in-domain data. However, the relative results
of our primary and constrastive systems varied quite a bit be-
tween the test2010 and test2011 data sets, so we cannot yet
draw a final conclusion about an optimal setup.

Our SLT system yields BLEU scores between 26.83 and
27.48 on test2011, depending on the quality of the ASR out-
puts. Pre- and postprocessing of punctuation insertion turned
out to be useful and we got slightly better results when tuning
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the system on ASR outputs rather than ASR transcripts.
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Abstract

This paper describes the NAIST statistical machine transla-
tion system for the IWSLT2012 Evaluation Campaign. We
participated in all TED Talk tasks, for a total of 11 language-
pairs. For all tasks, we use the Moses phrase-based decoder
and its experiment management system as a common base
for building translation systems. The focus of our work is on
performing a comprehensive comparison of a multitude of
existing techniques for the TED task, exploring issues such
as out-of-domain data filtering, minimum Bayes risk decod-
ing, MERT vs. PRO tuning, word alignment combination,
and morphology.

1. Introduction

This paper describes the NAIST participation in the IWSLT
2012 evaluation campaign [1]. We participated in all 11
TED tasks, dividing our efforts in half between the official
English-French track and the 10 other unofficial Foreign-
English tracks. For all tracks we used the Moses decoder [2]
and its experiment management system to run a large number
of experiments with different settings over many language
pairs.

For the English-French system we experimented with a
number of techniques, settling on a combination that pro-
vided significant accuracy improvements without introduc-
ing unnecessary complexity into the system. In the end,
we chose a four-pronged approach consisting of using the
web data with filtering to remove noisy sentences, phrase ta-
ble smoothing, language model interpolation, and minimum
Bayes risk decoding. This led to a score of 31.81 BLEU on
the tst2010 data set, a significant increase over 29.75 BLEU
of a comparable system without these improvements. In Sec-
tion 2 we describe each of the methods in more detail and
examine their contribution to the accuracy of the system. For
reference purposes, in Section 3, we also present additional
experiments that gave negative results, which were not in-
cluded in our official submission.

For the 10 translation tasks into English, we focused on
techniques that could be used widely across all languages. In
particular, we experimented with unsupervised approaches
to handling source-side morphology, minimum Bayes risk
decoding, and large language models. In the end, most of
our systems used a combination of unsupervised morphol-
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Decoding ‘ dev2010  tst2010
Baseline 26.02 29.75
NAIST Submission 27.05 31.81

Table 1: The scores for systems with and without the pro-
posed improvements.

ogy processing and large language models, which resulted
in an average gain of 1.18 BLEU points over all languages.
Section 4 describes these results in further detail.

2. English-French System

The NAIST English-French translation system for IWSLT
2012 was based on phrase-based statistical machine trans-
lation [3] using the Moses decoder [2] and its corresponding
training regimen. Overall, we made four enhancements over
the standard Moses setup to improve the translation accu-
racy:

Large-scale Data with Filtering: In order to use the large,
but noisy parallel training data in the English-French
Giga Corpus, we implemented a technique to filter out
noisy translated text.

Phrase Table Smoothing: We performed phrase table
smoothing to improve the probability estimates of
low-frequency phrases.

Language Model Interpolation: In order to adapt to the
domain of the task, we interpolated language models
trained using text from several domains.

Minimum Bayes-Risk Decoding: We used lattice-based
minimum Bayes risk decoding to select hypotheses
that are supported by other hypotheses in the n-best
list, and calibrated the probability distribution to fur-
ther improve performance.

We demonstrate our results (in BLEU score) before and
after these techniques are added in Table 1. It can be seen
that the combination of these 4 improvements leads to a 2.06
point gain in BLEU score on tst2010 over the baseline sys-
tem. We will explain each of the techniques in detail as fol-
lows.
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Corpus English  French
TED 2.36M  247M
News Commentary (NC) | 2.99M  3.45M
EuroParl (EP) 50.3M  52.5M
United Nations (UN) 302M  338M
WMT2012 Giga 575M  672M
Giga (+Filtering) 485M  565M

Table 2: The number of words in each corpus.

2.1. Data

The first step of building our system was preparing the data.
Table 2 shows the size and genre of each of the corpora avail-
able for the task. From these corpora, we used TED, NC,
EuroParl, UN, and Giga for training the language model, and
TED, NC, EuroParl, and filtered Giga (explained below) for
training the translation model.! Tuning was performed on
dev2010, and testing was performed on tst2010.

In particular, the English-French Giga-word corpus is
from the web and thus covers a wide variety of diverse topics,
making it a strong ally for the construction of a general do-
main machine translation system. However, as the sentences
were automatically extracted, they contain a significant num-
ber of errors where the content of the parallel sentences ac-
tually do not match, or only match partially. In order to filter
out some of this noise, we re-implemented a variant of the
sentence filtering method of [4].

The method works by using a clean corpus to train a
classifier that can detect mis-aligned sentences. Because
the clean corpus only contains correctly aligned sentences,
we create pseudo-negative examples by traversing the cor-
pus and randomly swapping two consecutive sentences with
some set probability. These swapped sentences are labeled
as “negative,” and the remainder of the unswapped samples
are labeled as positive.

In this application, the feature set chosen for the classifier
must satisfy two desiderata. First, as with all machine learn-
ing applications, the features must be sufficient to discrimi-
nate between the classes that we are interested in: properly or
improperly aligned sentences. Second, as our training data (a
clean corpus) and testing data (a noisy corpus) will necessar-
ily be drawn from different domains, we would like to use a
small, highly generalizable feature set that will work on both
domains. In order to achieve both of these objectives, we
take hints from [4] and [5] to define the following features,
where fi and el are the source and target sentences, and .J
and [ are their respective lengths:

Length Ratio features capture the fact that properly aligned
sentences should be approximately the same length.
Two continuous features max(J, I)/min(J,I), J/I,

'We also attempted to use the UN corpus for training the translation
model, but found that it provided no gain, likely because of the specialized
writing style of UN documents.
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Giga Data ‘ dev2010  tst2010
None 26.61 31.52
Unfiltered 27.03 31.90
Filtered 27.05 31.81

Table 3: Accuracy given various styles of using the Giga
data.

and three indicator features J > 1,1 > J, I = J.

Model One Probability features capture the fact that an un-
supervised alignment model (in this case, the effi-
ciently calculable IBM Model One [6]) should as-
sign higher probability to well-aligned sentences.
In this category, we use two continuous features

log Pyy1(ef| ) and log Par (f{ |ef).

Alignment features use Viterbi word alignments and cap-
ture certain patterns that should occur in properly
aligned sentences. Word alignments are calculated
using IBM Model One, and symmetrized using the
“intersection” criterion [7]. If the number of aligned
words is K, our features include aligned word ra-
tio K/min([,.J), total number of aligned words K,
number of alignments that are monotonic, monotonic
alignment ratio, and the average length of gaps be-
tween words (similar to “distortion” used in phrase-
based MT [3]).

Same Word features count the number of times that a word
of length n is exactly equal to a word in the oppo-
site sentence. This is useful for noticing when proper
names, numbers, or words with a shared linguistic ori-
gin occur in both sentences. In our system we use sep-
arate features forn = 1,n =2, n = 3, and n > 4.

To train the non-parallel sentence identifier, we use data
from the TED, NC, and EuroParl corpora swapping sen-
tences with a probability of 0.3 to create pseudo-negative ex-
amples. We use this as training data for a support vector ma-
chine (SVM) classifier, which we train using LIBLINEAR
[8]. In order to get an estimate of the accuracy of sentence
filtering, we perform 8-fold cross validation on the training
data, and achieve a classification accuracy of 98.0%.2

Next, we run the trained classifier on the entirety of
the Giga corpus and remove the examples labeled as non-
parallel. As a result of filtering with the classifier, a total of
485M English and 565M French words remained, a total of
84.3% of the original corpus.

Finally, using no Giga data, the unfiltered Giga data, and
the filtered Giga data (in addition to all other data sets), we
measured the final accuracy of the translation system. The

20f course, as we are using pseudo-negative examples in the Europarl
corpus instead of real negative examples from the Giga corpus, these accu-
racy features are only approximate.
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Smoothing ‘ dev2010  tst2010
None 26.75 31.19
Good-Turing 27.05 31.81

Table 4: BLEU results using translation model smoothing.

LM dev2010  tst2010
TED Only 24.80 29.44
Without Interp. 26.30 31.15
With Interp. 27.05 31.81

Table 5: Results training the language model on only TED
data, and when other data is used without and with language
model interpolation.

results are shown in Table 3. As a result, we can see that us-
ing the data from the Giga corpus has a positive effect on the
results, but filtering does not have a clear significant effect on
the results.

2.2. Phrase Table Smoothing

We also performed experiments that used smoothing of the
statistics used in calculating translation model probabilities
[9]. The motivation behind this method is that the statistics
used to train the phrase table are generally sparse, and tend to
over-estimate the probabilities of rare events. In the submit-
ted system we used Good-Turing smoothing for the phrase
table probabilities.

Results comparing a system with smoothing and without
smoothing can be found in Figure 4. It can be seen that Good-
Turing smoothing of the phrase table improves results by a
significant amount.

2.3. Language Model Interpolation

One of the characteristics of the IWSLT TED task is that, as
shown in Table 2, we have several heterogeneous corpora.
In addition, the in-domain TED data is relatively small, so it
can be expected that we will benefit from using data outside
of the TED domain. In order to effectively utilize out-of-
domain data in language modeling, we build one language
model for each domain and interpolate the language models
to minimize perplexity on the TED dev2010 set using the
method described by [10] and implemented in the SRILM
toolkit [11].

To measure the effectiveness of this technique, we also
measure the accuracy without any data other than TED, and
when the data from all domains was simply concatenated to-
gether for LM learning. The results can be found in Table
5. We can see that adding the larger non-TED data to the
language model is essential, and using linear interpolation
to adjust the language model weights can also provide large
further gains.
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2.4. Minimum Bayes Risk Decoding

Finally, we experimented with improved decoding strategies
for translation, particularly using minimum Bayes risk de-
coding (MBR, [12]). In normal translation, the decoder at-
tempts to simply find the answer with the highest probability
among the translation candidates

E = argmax , P(E|F) (1

in a process called Viterbi decoding. As an alternative to this,
MBR attempts to find the hypothesis that minimizes risk

E = argming, Y P(E'|F)L(E', E) 2)
E'eg

considering the posterior probability P(E’|F') of hypotheses
E’ in the space of all possible hypotheses &£, as well as a
loss L(E’, E) which determines how bad a translation F is
if the true translation is £’. In this work (as with most others
on MBR in MT) we use one minus sentence-wise BLEU+1
score [13] as our loss function

L(E',E) =1 - BLEU+I(E', E). 3)

In initial research on MBR, the space of possible hy-
potheses £ was defined as the n-best list output by the de-
coder. This was further expanded by [14], who defined MBR
over lattices. We tested both of these approaches (as imple-
mented in the Moses decoder).

Finally, one fine point about MBR is that it requires a
good estimate of the probability P(E’|F') of hypotheses. In
the discriminative training framework of [15], which is used
in most modern SMT systems, scores of machine translation
hypotheses are generally defined as a log-linear combination
of feature functions such as language model or translation
model probabilities

P(E'|F) = %ezi widi (B F) @

where ¢; indicates feature functions such as the language
model, translation model, and reordering model log proba-
bilities, w; is the weight measuring the relative importance
of this feature, and Z is a partition function that ensures that
the probabilities add to 1.

Choosing the weights w; for each feature such that the
answer with highest probability

E = argmax, P(E|F) 3)

is the best possible translation is a process called “tuning,”
and essential to modern SMT systems. However, in most
tuning methods, including the standard minimum error rate
training [16] that was used in the proposed system, while the
relative weight of each feature w; is adjusted, the overall sum
of the weights > . w; is generally set fixed at 1. While this is
not a problem when finding the highest probability hypothe-
sis in 5, it will affect the probability estimates P(E’|F'), with
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Decoding ‘ dev2010  tst2010
Viterbi 27.59 31.01
MBR (A =1) 27.29 31.24
Lattice MBR (A = 1) 26.70 31.25
Lattice MBR (A = 5) 27.05 31.81

Table 6: BLEU Results using Minimum Bayes Risk decod-
ing.

larger s assigning a larger probability to the most probable
hypothesis, and a smaller s spreading the probability mass
more evenly across all hypotheses.

In order to improve the calibration of our probability esti-
mates, and thus improve the performance of MBR, we intro-
duce an addition scaling factor A into the calculation of our
probability

P(E'|F) = %exzi (B F), (©)

Using this lambda, we tried every value in 0.1, 0.2, 0.5, 1.0,
2.0, 5.0, and 10.0, and finally chose A = 5.0, which gave the
best performance on tst2010.

The final results of our system with Viterbi decoding (no
MBR), regular MBR over n-best lists, and lattice MBR with
the scaling factors of 1 and 5, are shown in Table 6. It can be
seen that both MBR and lattice-based MBR give small im-
provements over the baseline without tuning A\, while tuning
A gives a large improvement.> The reason why MBR re-
duces the accuracy on dev2010 is because dev2010 was used
in tuning the parameters during MERT, so the one-best an-
swers tend to be better on average than they would be on a
held-out test set.

3. Additional Results on English-French

This section presents additional results obtained on the
English-French track. The results here, for the most part,
did not obtain worthwhile BLEU improvements in prelimi-
nary experiments, so we did not include them in the official
system as described in Section 2. Although the systems re-
ported in this section use the same dev and test set as that of
Section 2, the training conditions and system configurations
have slight differences, so the results should not be directly
compared. We include these (negative) results for reference
purposes, in order to aid understanding of the English-French
TED task.

3.1. Exploiting Out-of-domain Data

We experimented with the simplest approach to exploiting
out-of-domain bitext in translation models: data concatena-
tion. This can be seen as adaptation at the earliest stage of the

31t should be noted that due to constraints in the available data for these
MBR experiments we are both tuning on testing on tst2010, but the tuning
of X also demonstrated gains in accuracy on the official blind test on tst2011
and tst2012 (37.33—37.90 and 38.92—39.47 respectively).
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translation pipeline, and has achieved competitive results on
TED En-Fr [17]. Three conditions were tried: (1) TED-only
data, (2) TED + News (NC), (3) TED + NC + EuroParl (EP).
Results are shown in Table 7.

First, we observe that adding data gives slight improve-
ments (29.32 to 29.57). To analyze the potential for improve-
ment, we also measured BLEU using “CheatLM” decoding
[18]. “CheatLM” is an analysis technique for TM adapta-
tion where the language model is trained on the reference;
this gives a optimistic estimate on what can be achieved by
the translation model, if other components are tuned almost
perfectly. Here we see that TED+NC+EP (59.93 BLEU) can
achieve large improvements over TEDonly (55.10 BLEU),
indicating the potential value of out-of-domain bitext. How-
ever, note that the corresponding OOV rate reduction is rel-
atively small (1.2% to 0.52%). We hypothesize that out-of-
domain probably is not helping because of improved word
coverage, but rather because of improved word alignment es-
timation. In any case, the improvements are slight so we do
not attempt to draw any further conclusions.

Data | standard  CheatLM | force OOV
TEDonly 29.32 55.10 | 16% 1.2%
TED+NC 29.43 58.64 | 17% 0.85%
TED+NC+EP 29.57 5993 | 21% 0.52%

Table 7: Translation Model Adaption by simple out-of-
domain data concatenation. The “standard” and “CheatLM”
columns show the BLEU scores on tst2012, using standard
Moses decoding and “CheatLM” decoding. The column
“force” shows the percentage of tst2010 sentences that can
be translated into the reference using forced decoding. OOV
indicates the token out-of-vocabulary rate.

3.2. Word Alignment & Phrase Table Combination

We investigated different alignment tools and ways to com-
bine them, as shown in Table 8. Observations are as follows:

o GIZA++ and BerkeleyAligner achieve similar BLEU
on this task.

e Concatenating GIZA++ and BerkeleyAligner word
alignment results, prior to phrase extraction, achieves
a small boost (29.57 to 29.89 BLEU).

e We also experimented with pilaign [19], a Bayesian
phrasal alignment toolkit. This tool directly extracts
phrases without resorting to the preliminary step of
word alignments, and achieves extremely compact
phrase table sizes (0.8M entries) without significantly
sacrificing BLEU (29.24).

e Combining the GIZA++ and pialign phrase tables by
Moses’ multiple decoding paths feature did not im-
prove results. Overall, we did not find much differ-
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ence among these various approaches so we used the
standard GIZA++ tool chain in the official submission.

Tool BLEU | TableSize
1: GIZA++ 29.57 109
2: BerkeleyAligner 29.39 170
3: pialign 29.24 0.8
1+2: ConcatAlign (GIZA,Berkeley) | 29.89 200
1+3: TwoTable (GIZA pialign) 29.56 201

Table 8: BLEU scores on tst2010 of various combinations
of alignment and phrase training tools. TableSize shows the
phrase-table size of corresponding method (in millions of
entries). GIZA++ and BerkeleyAligner are trained the the
TED+NC+EP bitext; pialign is trained only on TED, due to
time constraints in our preliminary experiments.

3.3. Lexical Reordering Models

Several reordering models available in the Moses decoder
were tried. In general, we found the full “msd-bidir-fe” op-
tion to perform best, despite the small number of word order
differences between English and French. Results are shown
in Table 9.

Reordering model BLEU
msd-bidir-fe 29.57
msd-bidir-f 29.43
monotonicity-bidir-fe | 29.29
msd-backward-fe 29.22
distance 28.99
msd-bidir-fe-collapse | 28.86

Table 9: Comparison of Reordering models on tst2010.

3.4. MERT vs. PRO tuning

We compared two tuning methods: MERT and PRO [20].
We used the implementations distributed with Moses. For
both MERT and PRO, we set the size of k-best list to & =
100, used 14 standard features, and removed duplicates in
k-best lists when merging previously generated k-best lists.
We ran MERT in multi-threaded setting until convergence.
Since the number of random restarts in MERT greatly affects
on the translation accuracy [21], we tried various number of
random restarts for 1, 10, 20, and 50.* For PRO, we used
MegaM’ as a binary classifier with the default setting. We
ran PRO for 25 iterations. We tried two kinds of PRO: [20]
interpolated the weights with previously learned weights to
improve the stability (henceforth “PRO-interpolated”)®, and

4Currently, Moses’s default setting is 20.
Shttp://www.cs.utah.edu/~hal/megam/
OWe set the same interpolation coefficient value of 0.1 as [20] noted.
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Time (m)

# of random restarts | Iteration | Dev BLEU  Wall CPU
1 11 28.18 0.59 0.82

10 11 28.17 2.21 17.22

20 12 28.29 491 57.88

50 12 28.31 9.72 17191

Table 10: The effect of the number of random restarts in
MERT on BLEU score and multi-threaded time. “Iteration”
denotes the number of iterations which MERT needs to be
converged. “Time” denote the average time of weight opti-
mization for each iteration, averaged over all iterations.

Method | Dev BLEU
MERT 28.29
PRO-basic 26.99
PRO-interpolated 27.11

Table 11: Comparison with MERT and PRO. For MERT, the
number of random restarts was set to 20.

the version that do not use such a interpolation (henceforth
“PRO-basic”).

We first investigate the effect of the number of random
restarts in MERT on BLEU score and run-time for each it-
eration. Table 10 shows the result. As the number of ran-
dom restarts increases, BLEU score improves. However, the
run-time increases as well. We used 20 random restarts to
compare to PRO.

Table 11 shows the results of MERT and PRO. As can be
seen in Figure 11, MERT exceeds PRO-basic by 1.3 points
and PRO-interpolated by 1.18 points. As a result, we used
MERT for tuning in Sections 2 and 4.

4. Systems for Translation into English

We participated in the translation of all 10 additional
language-pairs of the TED Talk track. The source lan-
guages are Arabic (ar), German (de), Dutch (nl), Polish (pl),
Brazilian-Portuguese (pt), Romanian (ro), Russian (ru), Slo-
vak (sk), Turkish (tr), and Chinese (zh). The target language
for all tasks is English (en).

Since all tasks translate into the same language, we are
able to share the language model as well as many of the
configurations for the Experimental Management System
(EMS). This setup provides an invaluable chance to compare
the same techniques across structurally-different languages,
and is the focus of our work. Rather than optimizing for spe-
cific languages, we concentrate on building common systems
under the same EMS framework and on comparing the per-
formance of existing techniques cross-lingually.

It is interesting to note that the 10 language-pairs cover a
diverse range of linguistic phenomenon. In terms of histori-
cal relationships, the Italic family (pt,ro) and Germanic fam-
ily (de, nl) are expected to be closer to the target language
of English. The Slavic family (pl,ru,sk), Arabic, and Turkish
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languages exhibit rich morphology (fusional, non-catenative,
or agglutinative). Additionally, the Germanic family may
show word order differences (V2 and SOV) and Chinese re-
quires word segmentation.

4.1. Experiments

Table 12 summarizes all the results (BLEU scores) for trans-
lation into English. In all language pairs, the baseline con-
sists of a standard phrase-based Moses system (GIZA++
alignment, grow-diag-final-and heuristic, lexical ordering,
4-gram language model) trained on the TED Talks portion
of the training data. MERT tuning is performed on the
“dev2010” portion of the data and Table 12 shows test re-
sults on “tst2010.”7 While it is not possible to directly com-
pare BLEU across languages, we do observe that the Italic
and Germanic languages fare better on this TED task (> 25
BLEU), while Chinese, Turkish, and the Slavic languages
perform poorly at 10 — 17 BLEU.

We then proceeded to improve on these baseline results.
First, adding additional out-of-domain data (nc=News Com-
mentary, ep=Europarl, un=UN Multitext) to the language
model increased results uniformly for all language pairs (line
(b) of Table 12). We used an interpolated language model,
trained in the same fashion as in our English-French system.

Next, we tried two strategies for handling rich morphol-
ogy in the input. The “CompoundSplit” program in the
Moses package was developed for languages with extensive
noun compounding, e.g. German, and breaks apart words
if sub-parts are seen in the training data over a certain fre-
quency [22]. The alternate “Morfessor” program [23] is an
unsupervised morphological analyzer based on the Minimum
Description Length principle — it tries to find the the small-
est set of morphemes that parsimoniously cover the training
set. Morfessor is expected to segment more aggressively than
CompoundSplit, especially because it can find both bound
and free morphemes. However, we empirically found that
Morfessor segments too aggressively for unknown words
(i.e. each character becomes a morpheme), so we do not seg-
ment OOV words in dev/test.® The results in line (c) of Table
12 shows that German benefit most from CompoundSplit,
while Arabic, Russian, and Turkish benefit from Morfessor.
The remaining languages perform approximately equal or
slightly better with these morphology enhancements, so in
further experiments we keep the morphology pre-processing
(de & ro uses CompoundSplit; others use Morfessor).

In line (d) of Table 12, we further added the Giga cor-
pus to the interpolated language model. For some languages,
this gave a large improvement (ar, de, pl, sk), while for other

7For Slovak, which lacked an official dev/test split, we split the develop-
ment data, with the first half for tuning and the second half for testing. All
source languages, except for Slovak, have comparable amounts of in-domain
data (130k-145k sentence pairs).

8In other words, we keep OOV words as is and propagate it to the output.
This implies that we lose the opportunity to translate OOV words whose
component morphemes are seen in the training data. However, we think this
conservative option is safer in the presence of potential over-segmentation.
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languages the results remain similar. Some of these results
represent our official submission. In line (e), adding Lattice
MBR decoding uniformly degraded results, so we chose not
to include it. This is in contrast with our English-French re-
sults. We suspect that in this case uniformity of the train-
ing data and lack of diversity in the n-best list may have
damaged MBR; the resulting translations appear similar in
structure, but many have extraneous articles and determin-
ers, which hurts BLEU. It should also be noted that unlike
English-French, we did not calibrate the probability distribu-
tion by adjusting A\, which might also had a significant effect
on the results. Finally in line (f), we added additional out-
of-domain bitext for Translation Model training. This only
helped slightly for pl and tr, while degrading other language
pairs: we conclude that more advanced TM adaptation meth-
ods is necessary, and simply concatenating the bitext does
not help.

Finally, we note that our submitted systems for each lan-
guage achieve a 0.7-2.5 BLEU improvement over the re-
spective baselines. We also achieve slight improvements in
METEOR, despite not tuning for it. While the feature that
helped most depends on language, we observe that morpho-
logical pre-processing and larger language models are gener-
ally worthwhile efforts.

5. Conclusion

This paper described our experiments with a number of exist-
ing machine translation techniques for the IWSLT 2012 TED
task. Some of these techniques, such as minimum Bayes
risk decoding with calibrated probabilities, language model
interpolation, unsupervised morphology processing, transla-
tion model smoothing, and the use of large data proved to
be effective. We also found that a number of techniques, in-
cluding tuning using PRO, alignment combination, and data
filtering had less of a positive effect.
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